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Abstract—In recent years, Electrocardiogram (ECG) signals 

have emerged as a promising modality for biometric 

recognition, and have attracted significant attention. In this 

work, a new ECG biometric identification approach based on 

Spatial Pyramid Pooling (SPP) and Autoencoder (AE), 

referred to as the SPP-AENet, is proposed. The SPP-AENet 

is a hybrid architecture consisting of two parts: the SPP layer 

and AE layer. The SPP layer allows non-fixed length input 

and by incorporating prior knowledge, can ensure that 

critical characteristics of ECG signals are retained while 

compressing redundant information. The AE layer, through 

its automatic feature learning mechanism, can discover latent 

patterns and relationships within the data. The proposed 

method is evaluated using three public databases acquired 

under different health conditions, and gives a signal 

identification accuracy of 98.88%, 100%, and 100% for the 

ECG-ID, Physikalisch-Technische Bundesanstalt (PTB), and 

ST-Change database, respectively. To facilitate a better 

understanding of the model learning process, features of the 

SPP layer and the AE layer are visualized using t-distributed 

Stochastic Neighbor Embedding (t-SNE).  

 

Keywords—Electrocardiogram (ECG) biometric, Spatial 

Pyramid Pooling (SPP), Autoencoder (AE), SPP-AENet, t-

distributed Stochastic Neighbor Embedding (t-SNE) 

 

I. INTRODUCTION 

Biometric identification refers to the process of using 

unique physiological or behavioral characteristics to 

identify a person. Over the past few decades, biometric 

systems have played an essential role in security and 

privacy applications. Common biometric modalities such 

as face, fingerprint, iris and speech have already been 

successfully deployed in real scenarios. Recently, data 

from Electrocardiographic (ECG) signals has also proved 

its effectiveness on person identification due to its 

properties such as universality, uniqueness, performance 

and acceptability, and has become a promising candidate 

for biometric system [1]. 

Besides that, when compared with traditional biometric 

methods such as fingerprint or facial recognition, ECG-

based biometric identification exhibits some advantages: 

(1) Unlike external biometric features like fingerprints or 

faces, ECG signals, being internal physiological 

characteristics, are generally more difficult to steal or 

counterfeit. (2) The intrinsic liveness detection 

characteristic of ECG helps to make the ECG-based 

biometric systems more resistant to fraud attacks or 

falsification attempts than traditional methods. (3) ECG 

signals are typically one-dimensional and thus ECG-based 

biometric identification systems often requires fewer 

storage resources than those using two-dimensional 

fingerprint or face images. Due to the above advantages, 

ECG-based biometric systems have the potential to be 

applied in health monitoring scenarios for patient 

identification and managing clinical records, and high-

security facilities or restricted areas where continuous 

identification is required. 

To date, various methods for ECG biometric 

identification have been developed. Generally, a complete 

ECG biometric identification contains three steps: the 

preprocessing stage, the feature extraction stage and the 

classification stage. According to the feature extraction 

manner, traditional ECG identification methods can be 

typically divided into two categories [2]: the fiducial and 

the non-fiducial. In the fiducial methods, 

morphological [3] and temporal features [4] extracted 

based on characteristic points such as P, Q, R, S, and T are 

used. The non-fiducial methods, on the other hand, do not 

rely on these specific points and instead analyze the ECG 

signal using statistical features obtained by techniques 

such as local binary pattern Principal Component Analysis 
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(PCA) [5], Latent Dirichlet Allocation (LDA) [6] and 

empirical mode decomposition  [7]. Despite the achieved 

good performance, features of traditional methods are 

often manually designed and extracted through the feature 

engineering method, which has been identified as a heavy 

workload. 

In recent years, deep learning with the merits of 

automatic feature engineering and nonlinear feature 

mapping provides a new way for ECG biometric 

identification. Unlike traditional feature-engineering 

based methods, deep learning approaches can 

automatically learn hierarchical representations from 

original ECG signals, eliminating the need for manual 

feature extraction [8–10]. These data-driven models can 

capture complex patterns and subtle characteristics that 

may be overlooked by conventional techniques in a layer-

by-layer way, leading to improved accuracy.  

Labati et al. [11] presented a Convolutional Neural 

Network (CNN)-based scheme for ECG biometric 

identification, which employed multiple convolutional 

layers to learn abstract representations of ECG, followed 

by fully connected layers for classification.  

Boujnouni et al. [12] developed a new ECG biometric 

identification method, which is a combination of 

continuous wavelet transform, discrete wavelet transform 

and Capsule network. 

While these deep-learning based approaches have 

demonstrated impressive performance in ECG biometric 

identification, certain limitations still exist. Firstly, in 

consideration of the real-time performance and good user 

experience, most existing research focused on increasing 

performance using single-heartbeat [13–15]. During the 

model training, researchers usually employ fixed-length 

ECG signal centered on the R peak as input data. Although 

ECG is a periodic signal, the duration of each beat can still 

vary due to factors such as heart rate change. Consequently, 

their fixed-length method may result in loss of critical 

information pertaining to certain waveforms, particularly 

the T and P waves, and the inconsistency in the 

physiological significance among heartbeats, thus leading 

to decreased performance when dealing with complex and 

variable ECG patterns. Secondly, the black-box nature of 

deep learning models often makes it challenging to 

understand the extracted features. 

To address the above issues, a new ECG biometric 

identification method, referred to as the SPP-AENet, has 

been proposed and evaluated. The SPP-AENet mainly 

contains two parts: the prior knowledge-based SPP layer 

and the feature learning-based AE layer. Specifically, the 

SPP layer is designed based on the prior knowledge. It 

allows non-fixed length heartbeats, which contain the 

same physiological significance, as input, and can preserve 

key waveform features while compress redundant 

information. The AE layer employs automatic feature 

learning to extract discriminative representations. 

Furthermore, features of the two parts are respectively 

visualized to provide insights into the network’s learning 

process, which may facilitate the potential future 

improvement in the network architecture or training 

process. The main contributions are as follows: 

• We provide a new deep learning-based 

architecture for accurate ECG biometric 

identification. The SPP-AENet can take non-fixed 

length heartbeats with the same physiological 

significance as input, thus avoiding potential 

information loss of certain waveforms and 

enhancing the ECG biometric identification 

performance. 

• Features of the SPP layer and the AE layer are 

visualized using interpretability techniques. This 

visualization provides insights into the network's 

learning process and feature representation, 

facilitating a deeper understanding of how the 

model processes ECG signals for biometric 

identification. 

• Extensive experiments are conducted on multiple 

public ECG datasets acquired under different 

health and environment conditions to evaluate the 

performance of the proposed SPP-AENet. The 

results demonstrate its superior accuracy 

compared to state-of-the-art methods in ECG 

biometric identification tasks. 

II. METHODS 

Fig. 1 depicts the overall flowchart of the proposed 

scheme for ECG biometric identification. As shown in Fig. 

1, the proposed system mainly contains two stages: 

preprocessing and identification. Specifically, the 

preprocessing stage aims to separate the required 

biological information from the background noise and 

divide long signal into multiple cardiac cycles for 

subsequent identification. The identification stage is 

essentially the proposed SPP-AENet model, which intends 

to determine “who does this ECG belong to?” 

 

 

Fig. 1. The overall flowchart of the proposed scheme for ECG biometric 
identification. 
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A. Preprocessing 

1) Denoising 

Due to external factors, ECG signal contains various 

kinds of noises, e.g., baseline wandering, powerline 

interference, and electromyographic noise. Generally, 

signal quality is essential for neural network training. 

Therefore, denoising is necessary to construct a reliable 

ECG biometric identification model. In this study, a 

wavelet decomposition reconstruction algorithm along 

with wavelet threshold soft method [16] is applied for 

noise removal. Specifically, the wavelet decomposition 

reconstruction algorithm is firstly used to filter low-

frequency noises (e.g., baseline wandering) occurring 

around 0.5–0.6 Hz. Then, through the wavelet 

thresholding, high-frequency noises such as powerline 

interference and electromyographic noise are removed. 

2) Segmentation 

After denoising, segmentation is performed to make the 

format of the data suitable for the subsequent identification 

stage. Fig. 2 shows the segmentation process in this study.  

As shown in Fig. 2, one heartbeat is constructed based 

on the R points, which are detected using the Pan-

Tompkins (PT) algorithm in this study. Specifically, 

taking the heartbeat centered on R2 as example, it covers 

0.7×R1–R2 interval preceding the R2 peak and 0.7×R2–

R3 interval length following the R2 peak. In this way, the 

segmentation approach allows for a comprehensive 

representation of the cardiac electrical activity including 

the P wave, QRS complex and T wave, within a 

normalized time frame relative to each individual heartbeat. 

It ensures the extracted waveform encompasses the 

primary components of the cardiac cycle while 

maintaining consistency across varying heart rates. After 

segmentation, all the heartbeats are normalized using the 

min-max normalization method. 

 

 

Fig. 2. ECG segmentation process. 

B. Network Architecture 

In this study, the proposed SPP-AENet mainly contains 

two parts: the SPP layer and the AE layer. The details of 

them are presented below. 

 

 

 

1) SPP layer 

After segmentation, heartbeats comprising the P wave, 

QRS complex and T wave etc. are obtained. It should be 

noted that due to the differences of R1–R2 and R2–R3 

intervals among cardiac cycles, the length of the obtained 

heartbeats exhibits variability. To solve this problem, a 

new SPP layer, which is designed based on prior 

knowledge that not all waveform components within a 

heartbeat are equally crucial for ECG biometric 

identification, is proposed in this study. Specifically, based 

on the prior literature [17, 18], our main idea is that the 

QRS complex contributes most to ECG identification, and 

its temporal and morphological information is all 

important. For the rest parts in the heartbeat, since they are 

susceptible to heart rate change, only the most salient 

features are considered and preserved. Fig. 3 depicts the 

architecture of the proposed SPP layer. As shown in Fig.  3, 

a heartbeat is firstly segmented to three parts: Fragment I, 

QRS Fragment, and Fragment II. Specifically, the QRS 

Fragment is centered on the detected R peak, and it covers 

0.2 s preceding the R peak and 0.2 s following the R peak. 

In the SPP layer, to preserve all the QRS information 

originally, the QRS Fragment does not need any process. 

For Fragment I and II, they are both processed by a three-

level spatial pyramid pooling layer to extract features at 

multiple scales. Here, the pooling regions at each level are 

configured with dimensions of 1×1, 1×4, and 1×16, 

respectively. Finally, the QRS Fragment is concatenated 

with the output of spatial pyramid pooling layer to get the 

input of the AE layer. The output of the SPP layer can be 

described as Eq. (1): 

[SPP( ), , SPP( )]Output Fragment I QRS Fragment Fragment II= (1) 

where 𝑆𝑃𝑃(•) represents the spatial pyramid pooling 

operation. In this study, considering that the number of 

pyramid levels is 3 and the pooling regions at each level 

are configured with dimensions of 1×1, 1×4 and 1×16, the 

output dimensions of SPP(  I)Fragment  and 

SPP(  II)Fragment are fixed at 21. Since the length of 

QRS Fragment  is set to 0.4 s, the output dimension of SPP 

layer Output  can be expressed as follows:  

𝑂𝑢𝑡𝑝𝑢𝑡 𝑑𝑖𝑚𝑒𝑛𝑡𝑖𝑜𝑛 = 0.4  𝑆𝑎𝑚𝑝𝑙𝑖𝑛𝑔𝑟𝑎𝑡𝑒 + 21  2 (2) 

where Samplingrate  is the sampling rate of ECG. It can be 

seen that once the Samplingrate  is determined, the SPP 

layer is able to generate a fixed-length output regardless of 

varying input sizes. 

By preserving the QRS Fragment intact and applying 

SPP to the surrounding fragments, the proposed SPP layer 

aims to balance the preservation of critical QRS 

information with the extraction of multi-scale features 

from the rest of the heartbeat. This approach can 

potentially help improve the model’s ability to detect 

subtle abnormalities in both the QRS complex and the 

surrounding P and T waves, leading to more accurate ECG 

classification and interpretation. 
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Fig. 3. The SPP layer of the proposed SPP-AENet. 

2) AE layer 

In recent years, autoencoder has become a good 

candidate for feature learning and been widely applied in 

various tasks such as image analysis and time series 

prediction. In this study, to further automatically learn 

discriminative features from the output of the SPP layer, 

an AE layer is designed. The proposed AE layer mainly 

contains two autoencoders and its training can be divided 

into two steps: 

• Pretraining step: Once the parameters such as 

weights and biases are initialized, the AE layer is 

pretrained in a two-stage way as shown in Fig. 4.  

 

 

Fig. 4. Pretraining step. 

During the first stage, the autoencoders are pretrained 

with the purpose of reconstruction error minimization 

between the input and output. In each autoencoder, it is 

noted that the input layer and the output layer have the 

same number neurons. Here, the input of the first 

autoencoder is the output of the SPP layer and that of the 

second autoencoder is the hidden layer output of the first 

autoencoder. Then in the second stage, output layer of the 

two autoencoders are both removed and the rest layers (the 

input layer and the hidden layer of the first AE, the hidden 

layer of the second AE) are stacked together to obtain the 

AE layer. During the pretraining, the cost function is 

defined as Eq. (3): 
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where W , b  are respectively a weight matrix and a bias 

vector; ( )W,b ih x  represents the result of an example 
ix  

after passing through the whole transformation process of 

the autoencoder; m  is the sample number; The second 

term 
2

2

2

W
2

jk

j k



=

  denotes the square sum of all weights 

with a hyperparameter   ; The third term aims to add a 

sparsity constraint with a penalty weight  . 
2S  is the 

neuron number of the hidden layer and 𝐾𝐿(•)denotes the 

Kullback-Leibler (KL) divergence. Specifically, the 

activation function used in the first and second hidden 

layers of the AE model is the sigmoid function, which is 

defined by Eq. (4): 

 ( ) 1/ (1 exp( ))f x x= + −   (4) 

• Fine-tuning step: After pretraining, a softmax layer 

is stacked with the two previous layers, and the 

back-propagation algorithm is used to optimize the 

whole stacked network parameters. Details and 

parameter settings of the proposed AE layer can be 

seen in Table I. 

TABLE I. DETAILS AND PARAMETER SETTINGS OF THE PROPOSED AE 

LAYER 

Parameter Setting Value 

Input layer size Heart rate  0.4 + 42 

First hidden layer size 200 

Second hidden layer size 100 
Output layer size 89(ECG-ID)/290(PTB)/28(ST-Change) 

Hyperparameter   3×10−9 

Penalty weight   0.9 

Epoch number 800 

 

C. Majority Voting 

 

 

Fig. 5. The majority voting strategy. 

The AE layer can output the identification results of the 

heartbeats. Considering a signal typically contains 

multiple heartbeats, a majority voting strategy is adopted 

to determine the overall signal label. As shown in Fig. 5, 
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taking a signal containing three heartbeats as example, the 

heartbeats are assigned label A, A, and B after the AE layer, 

respectively. As a result, label A gets 2 votes and label B 

gets 1 vote. With majority voting, we will take the label 

with the most votes as the signal label, so the overall signal 

label is A. 

III. RESULT AND DISCUSSION 

A. Database and Experimental Setup 

In this study, the proposed scheme’s performance was 

evaluated and analyzed using three public databases 

obtained from the Physionet: the ECG-ID Database, the 

MIT-BIH ST Change Database and the Physikalisch-

Technische Bundesanstalt (PTB) Database. Descriptions 

of these three databases are summarized in Table II. 

TABLE II. DESCRIPTIONS OF ECG DATABASES USED IN THIS PAPER 

Database 
Sample 

Rate (Hz) 

Subject 

Quantity 

Channel 

Adopted 

Health 

Condition 

ECG-ID 500 89 I-Lead Healthy 

PTB 1000 290 I-Lead 

Mixed (healthy, 

myocardial 

infraction and 
other 7 heart 

diseases) 

ST-
Change 

360 28 
The first 
channel 

ST depression 

 

After preprocessing, a total of 4095, 10,486, and 16,800 

ECG heartbeats were obtained from the ECG-ID, PTB and 

ST-Change databases, respectively. For the ECG-ID 

database, since only a small subset of subjects has more 

than two recordings, the first two recordings of each 

subject were adopted for the experiments. Specifically, a 

total of 178 records (two from each of the 89 subjects) 

were used, each with a length of 20 s. During the 

experiments, two recordings of each subject alternately 

served as the training set and the test set, and a two-fold 

cross-validation scheme was performed. For the PTB and 

ST-Change database, only the first recording of each 

subject was utilized, in accordance with previous studies 

[12, 14]. As a result, the number of recordings for the PTB 

and ST-Change was 290 (one from each of the 290 

subjects) and 28 (one from each of the 28 subjects), 

respectively. For each recording, the entire signal duration 

was adopted. During the experiments, heartbeats of each 

signal were divided into ten folds according to the 

sequence of time, and a 10-fold cross validation was 

applied. Specifically, one fold comprising 10% of the 

heartbeats was used for testing, while the rest nine folds 

for training. The SPP-AENet model was implemented 

using MATLAB 2024a, and the training and testing were 

conducted on the computing platform with Intel core i7-

4720HQ CPU, GeForce GTX 960 and 16G RAM. 

B. Performance Metrics 

In this section, five statistical performance metrics were 

introduced and used for the assessment of the model 

performance. These metrics are defined as below: 

Heartbeat Identification (HI) accuracy is defined as 

Eq.  (5): 

 Correct allHIAccuracy = Heartbeat / Heartbeat  (5) 

The Sensitivity (Sen) is defined as Eq. (6): 

 Sen = TP / (TP + FN)  (6) 

The precision (Pre) is defined as Eq. (7): 

 Pre = TP / (TP + FP)  (7) 

The Specificity (Spe) is defined as Eq. (8): 

 Spe =TN / (TN + FP)   (8) 

Signal identification accuracy is defined as Eq. (9): 

 Correct allSIAccuracy = Signal / Signal  (9) 

where 
CorrectHearbeat  denotes the number of correctly 

classified heartbeats, and 
allHeartbeat  is the total number 

of heartbeats. TP, TN, FP, FN refer to the true positive, 

true negative, false positive and false negative heartbeat 

predictions, respectively. 
CorrectSignal  denotes the number 

of correctly classified signal, and 
allSignal  is the total 

number of signals. 

C. Performance Evalutaion 

Table III depicts the heartbeat identification 

performance of the proposed SPP-AENet. Experimental 

results show that on ECG-ID (89 subjects), PTB (290 

subjects) and ST-Change (28 subjects) database, SPP-

AENet achieved a sensitivity of 91.43%, 91.93%, and 

90.28%, a specificity of 99.89%, 99.97%, and 99.60%, a 

precision of 91.97%, 91.80%, and 91.16%, and a heartbeat 

accuracy of 91.95%, 92.04%, and 90.28%, respectively. 

The above results indicate that the relationship between 

single heartbeat and ID label can be modeled with good 

accuracy to some extent. 

TABLE III. HEARTBEAT IDENTIFICATION RESULTS ACHIEVED BY SPP-

AENET ON THREE PUBLIC DATABASES 

Database 
Performance metrics 

Sen. Spe. Pre. HI Accuracy 

ECG-ID 91.43% 99.89% 91.97% 91.95% 

PTB 91.93% 99.97% 91.80% 92.04% 

ST-Change 90.28% 99.60% 91.16% 90.28% 

 

In addition, Table IV shows the signal identification 

accuracy under different ECG length conditions. It can be 

observed that with the increase of heartbeat number, the 

accuracy of signal identification correspondingly 

improves. That may be because that more heartbeats 

involved in the voting process can effectively reduce the 

impact of occasional distorted cardiac cycles on 

identification accuracy and allows for a more 

comprehensive analysis. Besides that, it is noticed that 

with only 5 heartbeats, the SPP-AENet can already achieve 

subject accuracy over 97% on ECG-ID and PTB databases, 

which indicates the potential of implementing the method 

on devices required for short-term ECG identification. 

Based on the above analysis, it can be noted that the 

proposed SPP-AENet can fit well with the ECG data and 

achieve an accurate classification of subject ID. 
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TABLE IV. SIGNAL IDENTIFICATION ACCURACY UNDER DIFFERENT 

ECG LENGTH CONDITIONS 

ECG length 
Database 

ECG-ID PTB ST-Change 

1 heartbeat 91.15% 92.04% 90.28% 
3 heartbeats 94.86% 95.21% 91.53% 

5 heartbeats 97.64% 97.31% 92.82% 

7 heartbeats 97.67% 97.51% 93.18% 
Whole Signal 98.88% 100% 100% 

 

D. Ablation Study 

To verify the effectiveness of each component in the 

SPP-AENet, ablation experiments are conducted. Table V 

shows the design of ablation experiments. It can be seen 

that the ablation experiments mainly focus on the 

effectiveness of different layers: the SPP layer and the AE 

layer. Here, the signal identification accuracies were 

evaluated using the whole signal length. 

TABLE V. DESIGN OF ABLATION EXPERIMENTS 

Method 
Component 

SPP Layer AE Layer 

SPP-Net √ × 

AE-Net × √ 

SPP-AENet √ √ 

 

 
(a) 

 
(b) 

Fig. 6. Performance Comparison in ablation study.(a) Heartbeat 

identification accuracy comparison. (b) Signal identification accuracy 
comparison.  

As shown in Fig. 6, it is noted that SPP-AENet achieves 

the highest heartbeat and signal identification accuracy on 

three databases. When either the SPP layer or the AE layer 

is removed, the identification accuracies all suffer a 

significant decrease, which demonstrates the necessity of 

both SPP layer and AE layer. 

E. Feature Visualization 

To further explain the functions of the SPP layer and AE 

layer, the visualization of features is shown in Fig. 6. 

Specifically, Fig. 7(a) displays the original temporal 

features of several heartbeats extracted from two subjects. 

It can be seen that for original temporal features, even 

heartbeats (e.g., 1, 2, 3) which come from the same subject 

do not exhibit the same ECG pattern, thus can hardly be 

directly used for ECG biometric. Fig. 7(b) shows the 

feature output of the SPP layer. By retaining the original 

QRS waveform and extracting multi-scale pooling 

information from the rest of time series, the SPP layer 

makes heartbeats from the same subject more similar to 

each other, while heartbeats from different subjects exhibit 

more significant discrepancy. The visualization of features 

of the SPP layer is also displayed using t-SNE in Fig. 7(c). 

It can be seen that although heartbeat samples from 

multiple subjects can be discriminated to some extent, 

there still exists overlap among different classes (e.g., 

Subject B, D, F). To solve this problem, SPP-AENet 

further adopts the AE layer to conduct automatic feature 

learning. Fig. 7(d) shows the t-SNE visualization for 

features of the SPP-AENet. According to Fig. 7(d), the AE 

layer optimizes the feature representation through the 

simultaneous minimization of intra-class distances and 

maximization of inter-class distances, thus resulting in 

more well-defined decision boundaries among different 

classes. In all, both the SPP layer and the AE layer are 

essential for ECG biometric identification. 
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(c) 

 
(d) 

Fig. 7. Feature visualization. (a) Original temporal features; (b) Features 

of the SPP layer; (c) t-SNE visualization for features of the SPP layer; (d) 
t-SNE visualization for features of the SPP-AENet. 

F. Comparison to Related Works 

TABLE VI. PERFORMANCE COMPARISON WITH PREVIOUS WORKS 

Method 
Required 

Fiducial Point 
Database Subject 

1SI 

Accuracy 

LSTM [19] R ECG-ID 89 100% 

TQRST-PCANet 

[20] 
R, T ECG-ID 89 97.75% 

CapsNet [12] R ECG-ID 89 93.75% 

TVPCAD [21] R ECG-ID 89 99.25% 

SPP-AENet R ECG-ID 89 98.88% 

CNN [22] None PTB 235 99.1% 

Phase features-
SVM [23] 

T PTB 54 95.4% 

CapsNet [12] R PTB 235 94.59% 

Spatial features-

SVM [24] 
None PTB 200 95.15% 

DCRN [25] None PTB 290 94.76% 

TVPCAD [21] R PTB 290 99.8% 

WT-CapsNet [14] R PTB 290 98.8% 

SPP-AENet R PTB 290 100% 

Spatial features-
SVM [24] 

None 
ST-

Change 
28 98.93% 

WT-CapsNet [14] R 
ST-

Change 
28 98.2% 

SPP-AENet R 
ST-

Change 
28 100% 

Note: 1SI-Signal Identification 

 

To further evaluate the proposed method, a comparison 

was made between the proposed SPP-AENet and related 

previous works, as presented in Table VI. Here it is noted 

that for techniques which were deemed difficult to reliably 

reproduce, their reported findings were directly adopted to 

compare with our results. As shown in Table  VI, it can be 

seen that end-to-end approaches such as SPP-AENet, 

TQRST-PCANet tend to achieve higher signal 

identification accuracy than traditional methods adopting 

handcrafted features. That may be because end-to-end 

networks are able to conduct automatic feature 

representation on the ECG input, which avoids potential 

information loss during manual feature extraction. When 

further compared with TQRST-PCANet, another 

advantage of the SPP-AENet is that it achieves promising 

results using only the R points, which are easy to be 

detected in most cases, thus facilitating its potential 

application in real world scenarios. The results 

demonstrate the effectiveness of the SPP-AENet. 

IV. CONCLUSION 

In this work, we have proposed a new ECG biometric 

identification method based on spatial pyramid pooling 

and autoencoder. The proposed neural network is designed 

to learn the biometric representation by simultaneously 

taking advantage of the prior knowledge and automatic 

feature learning. Experimental results show that on the 

ECG-ID, PTB and ST-Change database, the proposed 

SPP-AENet achieves 98.88%, 100%, 100% signal 

identification accuracy, which outperforms related works 

in the literature. Furthermore, techniques including t-SNE 

are employed to help understand the learning process of 

the network better, which may facilitate the potential 

future improvement. 

V. LIMITATION 

Despite the achieved good performance, there are still 

limitations to be considered for ECG as a biometric 

identifier. Research has shown that having caffeinated 

beverage, ECG parameters including peak amplitude of 

waves and their corresponding intervals change 

significantly. To improve robustness, further studies are 

needed to assess how daily activities impact the accuracy 

of ECG biometric in the future. Besides that, multi-modal 

biometric fusion which combines ECG with other 

modalities such as face and fingerprint can also help to 

compensate the limitations of individual biometric 

methods. 

Additionally, current studies mainly focus on ECG 

signals from standard 12-lead or Frank leads. Although 

these recordings have high signal-to-noise ratio, 

acquisitions of them are often inconvenient in practical 

applications. To improve the acceptability, off-the-person 

systems, such as wearable devices or non-contact sensors, 

have been proposed. However, these alternative methods 

often suffer from lower signal quality and increased 

motion artifacts, which may compromise the accuracy and 

reliability of ECG biometrics. Further research including 

developing more sophisticated signal processing 

algorithms is needed to enhance signal quality and extract 

relevant features from ECG recordings. 
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