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Abstract—Given the complexity of financial markets, 
predicting future prices is a major challenge at present. This 
paper proposes computational intelligence for stock price 
forecasting and conducts a preliminary investigation into 
graph-based neural networks for predicting stock market 
movement. Predicting stock prices remains a challenging 
endeavour due to the complex interplay of diverse factors. 
Traditional machine learning methods often struggle to 
capture these intricate relationships, as they typically analyse 
data points in isolation. This research paper aims to 
investigate the effectiveness of a graph-based neural network 
for stock price forecasting. Our experiment was carried out 
using stock data from the Johannesburg Stock Exchange 
(JSE) sourced from Yahoo finance. The time series data of 
the closing and opening prices of a Top 40 financial 
instrument namely the Standard Bank Group (JSE-SBK) 
instrument. The graph network architecture consists of 
Convolutional Neural Network (CNN) layers followed by 
Long Short-Term Memory (LSTM) layers and final dense 
layers. The graph-based network utilizes the Adaptive 
Moment Estimation algorithm for optimization during model 
training. The model performance was validated using a 
separate test set. This step achieved a resultant model with a 
prediction variance score of 0.913, which indicates an 
extremely high level of accuracy in predicting the stock price 
future behavior. This implies that our model captures over 
91% of the variability in the data, which is a strong indication 
of its reliability.  
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I. INTRODUCTION 

In 1994, South African enterprises operated differently 
in the economic environment then the year 2023. The 
transformation was driven by relentless micro and macro-
economic reforms, marking a shift in capitalist economies. 
This period witnessed a transition from traditional 
industries to dynamic sectors like information and digital 
technology. As financial growth is the central aim for any 
enterprise, is bolstered by equity partners who invest in 
shares traded on platforms like National Association of 
Securities Dealers Automated Quotation (NASDAQ) and 

Johannesburg Stock Exchange (JSE). The price of shares, 
influenced by market dynamics, equity investors scrutinize 
the ebb and flow of market forces to decipher share prices, 
ultimately shaping their investment choices [1]. 

To navigate market entry and exit positions as a 
participant or investor, practitioners turn to financial 
analysts for guidance. They rely on mathematical and 
statistical tools, but traditional techniques are favoured for 
selecting equity instruments rather than speculative 
methods. Recently, machine learning has emerged as a 
powerful tool for data-driven forecasting in finance, poised 
to revolutionize various aspects of businesses [2]. This 
prompts an investigation into applying machine learning 
for financial stock price prediction, aiming to mitigate 
capital risks and address real-world forecasting challenges. 
Thus, the need to conduct an investigative study on the 
application of machine learning for price forecasting of 
financial stock price [3, 4]. Ultimately, we seek to address 
how computational intelligence may avert capital risk and 
loss and the solving price forecasting problems found in 
the real world. The main contribution of this research is the 
development of a graph network architecture of 
convolutional neural network and the adaptive moment 
estimation algorithm for optimization of model during 
training.  

The rest of the paper is organized as follows: Section II 
gives the literature review, Section III gives a theoretical 
background, Section IV details the results and some 
discussions and finally, Section V gives the conclusion. 

II. LITERATURE REVIEW 

The recent trends in AI in particularly forecasting has 
been attributed by the development of advanced hardware 
and computing technologies that is able to facilitate or 
deploy AI in a number of different areas. One such area is 
in the field of quantitative finance [5]. Applications vary 
in nature. In particular those that are found in domain of 
quantitative finance. 

Fang [6] contrasts statistical analysis: Autoregressive 
Moving Average (ARMA) Model, Autoregressive 
Integrated Moving Average (ARIMA) Model, Generalized 
Autoregressive Conditional Heteroskedasticity (GARCH), 
Markov Model with machine learning techniques: 
Recurrent Neural Network (RNN), Fuzzy Neural Network 
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(FNN), Long Short Term Memory (LSTM), Support 
Vector Machine (SVM), Vector Machine-Long Term 
Short Memory (VM-LSTM), Autoregressive Moving 
Average-Support Vector Machine (ARMA-SVM) for 
stock price prediction using Support Vector Regressor 
(SVR). It evaluates model performance with Mean 
Squared Error (MSE), Root Mean Square Error (RMSE), 
and Mean Absolute Error (MAE), highlighting impressive 
results for deep networks. The research focuses on an 
improved Support Vector Regression (SVR) model that is 
based on parameter selection and algorithm optimization. 
The result is that the predictive performance of this 
modified SVR model is improved R2 and RMSE metric. 
Resulting in good stock price forecasting accuracy. As the 
SVM which is a widely known machine learning algorithm 
and statistical modelling technique, suffers from poor 
fitting, weighted sum of the inputs and inaccurate results. 
As presented in the limitations of SVM algorithm in [7]. 
However, there are other. Consequently, financial time 
series analysis is crucial for managing market risks and 
making optimal investment decisions. However, it’s a 
complex task due to the presence of diverse data streams 
and lead-lag effects.  

In Ref. [8], a graph neural network is proposed for price 
forecasting, a Multi-modality Graph Neural Network 
(MAGNN). This modal neural network leverages a 
heterogeneous graph structure, incorporating various data 
sources as nodes and their relationships in a financial 
knowledge graph as edges. To ensure interpretability, they 
employ a two-phase attention mechanism for joint 
optimization. This method empowers analysts with 
interpretable insights for making well-informed 
investment decisions. The modal neural network learns 
from various multimodal inputs for financial time series 
prediction. This computational structure captures lead-lag 
movements, utilizing informative market data like prices, 
volume, movement, and raw news text. Basically, there is 
a construction of a heterogeneous graph by events, news, 
relations and market data. The modality inputs are feed to 
the attention mechanism. First phase graph attention 
mechanism is designed to propagate and aggregate 
information from source nodes to the target. The second 
phase source attention selectively aggregate the 
information from multi-modal sources for the target node 
representation. The learned features are fed into a feed-
forward and classification network for target forecasting. 
Experimental results show that this complex model is able 
to extract predications and rich features from the different 
data sources.  

A similar approach using a multi-graph convolutional 
network and recurrent neural network, highlighting 
improved predictions of stock movements using diverse 
data sources was studied [9]. The architecture of this 
computing model consists of an autoencoder, which 
encodes textual news into fixed vector length for each 
stock. A graph convolutional network, which takes the 
encoded daily news vectors and the graphs as input, 
acquiring a graph structure with multi-node embedding for 
the respective stock. Which then the node embedding are 
passed through an RNN to capture the temporal patterns in 

the news. Which then the LSTM layer conducts the node 
classification and stock movement. The results of this 
complex model demonstrate that this RNN is valid for 
stock index prediction problem, and its performance is 
powerful than the vanilla LSTM model based on the RNN. 
This research holds relevance, but selecting an appropriate 
modelling tool and delving into recurrent neural networks 
may require thoroughly investigation. Graph Neural 
Networks (GNNs) are gaining traction in quantitative 
finance due to their adeptness at modelling intricate graph 
structures as presented in [10, 11]. In Ref. [12], a ground-
breaking GNN-based framework is introduced for 
predicting stock and bond defaults using historical stock 
price co-movement patterns. This study showcases the 
efficacy of GNNs in analysing and predicting from 
dynamic graphs. The computational setup involves a graph 
neural network for computing nodes and a long-short term 
memory network for recalling memory in datasets. 
Extensive experiments across three stock markets affirm 
the model’s substantial enhancements in forecasting stock 
movements and return rates. Consequently, there are other 
elementary computing algorithms that also be introduced 
in the exercise of forecasting. Such as LSTMs, a 
specialized type of RNNs, excel in time series analysis by 
effectively retaining long-term memory in data. Unlike 
traditional RNNs, LSTMs mitigate the vanishing gradient 
problem. 

Mahadik et al. [13] introduces two models, primarily 
focusing on LSTM and ARIMA, for visualizing future 
stock trends. The study employs a dataset encompassing 
open, close, high, and low values, subject to pre-
processing steps like sorting, feature scaling, auto-
correlation checks, and division into training and testing 
sets. Achieving over 90% accuracy, the LSTM model 
proves highly effective, particularly with large datasets. 
ARIMA, while accurate, demands more processing time 
and works best with complete attribute values. Thus, 
LSTM suits our research, contingent on optimal epochs, 
with confirmed accuracy based on MSE and MAE 
metrics  [14]. Additionally, a novel approach using 
sentiment analysis for stock price forecasting is discussed, 
but its implementation involves complex natural language 
processing algorithms, exceeding the scope of this study. 
For detailed case studies, refer to Gupta and Chen [15], 
Mehta et al. [16], Pathak et al. [17]. 

The underlying concept of stock investment strategy 
revolves around the notion that if an individual can 
anticipate the future behaviour of a stock at the next time 
step, they can take appropriate actions, such as buying, 
selling, or holding. This summarizes the various 
computing models that have been recently published in 
literature. The graph based computing models are 
becoming more popular. As the structure of a graph 
enables market analysis by depicting relationships among 
stock prices. Therefore, analysing the graph representation 
offers insights and valid performance in the exercise of 
stock prediction. Moreover, researchers introduce 
different complex frameworks based on the structure of a 
graph that include one or more of the following: LSTM, 
Convolutional Neural Network (CNN), autoencoder or 

Journal of Advances in Information Technology, Vol. 15, No. 9, 2024

1026



 

RNN. A consist aspect of these graph based neural 
networks structures is that there is an attention mechanism 
where node classification is facilitated by a vanilla based 
computing model (LSTM, CNN, or RNN). Which then 
prediction is conducted on the finding or rather outputs 
from the attention mechanism. It is clear evidence that 
graph based neural network structures can be applied to the 
exercise of stock price prediction. 

III. THEORETICAL BACKGROUND  

Artificial Intelligence (AI), which encompasses 
Machine Learning (ML), is a subset of computer science 
dedicated to analysing and interpreting data patterns and 
structures. This enables machines to learn, reason, and 
make decisions independently of human intervention. In 
essence, machine learning involves providing a computer 
algorithm with extensive data for analysis, enabling it to 
generate recommendations and decisions based solely on 
input data. If errors are identified, the algorithm can 

integrate this feedback to enhance future decision-making 
processes. In the field of Machine Learning there are three 
methods as to how to program the models, they are 
Supervised machine learning, Unsupervised machine 
learning, reinforcement learning and recently the 
emergence of transfer learning [18, 19]. Machine learning 
projects are conducted using a systematic analytic 
approach discussed below. 

A. Data Science Methodology 

Machine learning projects follow a specific 
methodology in either finding insight to data or building a 
model. Consequently, this methodology is called Cross 
Industry Standard Process for Data Mining (CRISP-DM) 
as depicted in Fig. 1. This is a commonly used data science 
methodology used in the field of data science. This 
methodology core focus is finding insight to the data. In 
addition, it is an iterative neutral process that can be used 
to structure the machine learning project. 

 

 
Fig. 1. Cross Industry Standard Process for Data Mining (CRISP-DM). 

B. Neural Networks 

Artificial neural networks are derived from their 
biological counterparts [20, 21]. The cell body of the 
neuron, where most of the neural computation takes place. 
Neural activity passes from one neuron to another in terms 

of electrical triggers via synaptic interaction. 
Consequently, we can simplify this as the weighted inputs 
and bias are summed and processed with a transfer 
function or called activation function as shown in Fig. 2. 
After being processed, the information is passed via 
outputs. 
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Fig. 2. Biological neuron model with a transfer function. 

The choice of activation function in a neural network is 
crucial as it directly influences the network’s ability to 
solve specific problems effectively [22]. Among the 
myriad of functions found in literature. Two functions 
stand out the most, which is the logistic Sigmoid and 
hyperbolic tangent transfer function, which is commonly 
utilised in neural networks due to their simplicity in 
finding derivatives, which is essential for training. 
Typically, these functions are employed within the hidden 
layers of the network. 

Sigmoid activation function is represented as follows: 
 

𝑎(𝑛) =
ଵ

ଵା௘ష೙   (1) 

 
Hyperbolic activation function is defined as: 

 

𝑎(𝑛) =
௘೙ା௘ష೙

௘ష೙ା௘ష೙   (2) 

 
In both equations, 𝑛  represents the slope parameter. 

Which permits the adjustment of the slope of the function. 
By varying the parameter 𝑛 , we obtain functions of 
different slopes of 𝑛  for the Sigmoid and Hyperbolic 
functions. The multi-layered network in Fig. 3 consists of 
input layer and consist of more hidden layers or rather 
hidden neurons, the stated activation function are applied. 
The input layer receives signals from source nodes, 
forming the input vector, which serves as the input signals 
for the neurons in the subsequent layers, such as the first 
hidden layer. The output signals of each layer then become 
the inputs for the following layer, continuing until the 
output layer is reached [23, 24]. 

This structure permits the network to process and 
transform data from its input through successive layers of 
computation nodes, thus a production of outputs that 
corresponds to the problem being solved. The process of 
training such a network, often using the back-propagation 

algorithm, involves adjusting the weights of connections 
between neurons to minimize errors and improve 
performance. 

Thus, the choice and application of activation functions, 
such as the logistic Sigmoid and hyperbolic tangent  

functions, play a crucial role in determining the 
effectiveness of neural networks in solving specific 
problems by facilitating the transformation and processing 
of input data throughout the network’s layers [25]. Below 
we discuss some of the more advanced neural network 
architectures. 

 

 
Fig. 3. Multi-layered network. 

1) Deep neural networks 

a) Convolutional neural networks  
Various neural network architectures cater to different 

classification tasks. One such category, known as 
Convolutional Neural Networks (CNNs) which is shown 
in Fig. 4, is designed specifically for processing grid-like 
data, particularly images. CNNs have demonstrated 
notable effectiveness in computer vision applications. 
Unlike traditional neural networks that receive input as a 
vector of pixel values, CNNs take input in the form of a 
matrix, preserving the spatial relationships within images 
(comprising width, height, and depth). While CNNs share 
similarities with the artificial neural networks discussed 
earlier, they exhibit localized connectivity, where each 
neuron is linked to a subset of neurons in preceding layers. 
Additionally, CNNs employ weight sharing, a concept 
inspired by the functioning of the mammalian visual 
cortex  [26–28]. 

 

 
Fig. 4. General convolutional neural network. 
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A typical CNN comprises several key layers: data input, 
convolution, excitation, pooling, and fully connected 
layers, culminating in the output of results. The specific 
architecture of a CNN is determined by the design, 
arrangement, and quantity of these layers, tailored to 
achieve distinct classification objectives. the final output 
classification function is obtained by SoftMax function. 

 

𝑎(𝑛) =
௘೙೔

∑ ௘
೙ೕ಼

ೕషభ
   (3) 

 
where, the SoftMax function variables are the input vector 
(𝑛), the exponential function applied to each element of the 
input vector (𝑒௡), and the sum of all the elements of the 
exponential function of the input vector (∑ 𝑒௡ೕ௄

௝షభ ). The 
SoftMax function uses these variables to convert a vector 
of real numbers into a probability distribution. 

b) Long short term memory networks 
Long Short-Term Memory (LSTM) network is a variant 

of a recurrent neural network to overcome the problem of 
vanishing or exploding gradients in a traditional RNN. 
This property of the LSTM architecture is basically the 
ability to deal with lags of different durations of historical 
data [29]. The equation of an LSTM with a forget gate is 
given as follows: 
 

𝑓௧ =  𝜎 (𝑥௧𝑈௙ + ℎ௧ିଵ𝑊௙) 
𝑜௧ =  𝜎 (𝑥௧𝑈௢ + ℎ௧ିଵ𝑊௢) 

𝐶௧ =  𝜎(𝑓௧   𝐶௧ିଵ + 𝑖௧   𝐶௧̅) 
ℎ௧ = tanh(𝐶௧)   𝑜௧ 

(4) 

 
where, there are several components that make up this 
memory cell., the 𝑥௧ ∈  ℝ௔ is the input vector the LSTM, 
𝑓௧ ∈  ℝ௛ is the forget gate’s activation vector, 𝑖௧ ∈  ℝ௛ is 
the gate’s activation vector, 𝑜௧ ∈  ℝ௔ is the output gate’s 
activation vector , ℎ௧ ∈  ℝ௔ denotes the hidden vector also 
known as output vector of the LSTM, lastly, the 𝑊 ∈
 ℝ௛ ×ௗ, 𝑈 ∈  ℝ௛ ×௛𝑎𝑛𝑑 𝑏 ∈  ℝ௛  are the weight matrices 
and bias vector parameters which need be learned. When 
the algorithm is being trained. Thus, this model network 
comprises cells that function as memory blocks and 
incorporates gate functions: input gate, forget gate, and 
output gate. The input gate determines which states should 
be updated, the forget gate determines which historical 
data to discard from the cell state, and the output gate 
decides which portion of the cell state should be outputted. 
Essentially, these gate functions instruct the LSTM to 
input, discard, or output information from a cell as 
needed [30–32]. Fig. 5 illustrates a LSTM cell. 

Building the concepts of LSTM networks, represents a 
significant in advancement in neural network architecture 
particularly in handling data with long historical durations. 
However, for the purpose of our research. We introduce a 
neural network architecture that is able to computer 
complex relational structures. Called graph neural 
networks. These type of networks extend the capability to 
process and extract meaningful insights. 
 

 
Fig. 5. Long term short memory cell. 

2) Graph neural networks 
Graph is a general method for describing and modelling 

complex systems, graphs are used to characterize 
interactions between objects of interest, to model simple 
and complex networks, or in general to represent real-
world problems. Because they are based on a rigorous but 
straightforward formalism, graph based neural networks is 
becoming more common over time, transcending 
numerous traditional techniques which are commonly 
called in literature graph neural networks as shown in 
Fig. 6. Those are neural networks that constructed for 
processing graph-structured data sources [33–35]. 

 

 
Fig. 6. Graph neural network. 

A node is naturally defined by its features and related 
nodes in the graph. The target of GNN is to learn a state 
embedding ℎ௩  ∈  ℝ௦ , which encodes the information of 
the neighbourhood, for each node. The state embedding ℎ௩ 
is used to produce an output 𝒐𝒗, such as the distribution of 
the predicted node label. 

In order to update the node state according to the input 
neighbourhood, there is a parametric function 𝑓 , called 
local transition function, shared among all nodes. In order 
to produce the output of the node, there is a parametric 
function 𝑔, called local output function. Then, ℎ௩ and 𝑜௩ 
are defined as follows [36]: 
 

ℎ௩ = 𝑓 (𝑥௩ , 𝑥௖௢[௩], ℎ௡௘[௩], 𝑥௡௘[௩] ) 
𝑜௩ = 𝑔 (ℎ௩ , 𝑥௩  ) 

(1) 

 
where 𝑥  denotes the input feature and ℎ  denotes the 
hidden state. 𝑐𝑜. 𝑣 is the set of edges connected to node 𝑣 
and 𝑛𝑒[𝑣] is set of neighbours of node 𝑣. 
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IV. RESULT AND DISCUSSION 

A. Dataset Creation 

All the data sets within the scope of this investigative 
study are time sequential. In its simplest form, a time series 
data set can be split up into input data, 𝑥, and output data, 
𝑑. The output is what a ML model is supposed to output 
for the corresponding input. 

For instance, the input data can be in the form 
[𝑥଴, … , 𝑥௜ିଵ, 𝑥௜ , 𝑥௜ାଵ, … 𝑥ே]where 𝑖 ∈ [0, 𝑁], 𝑥𝑖 is an array 
of input values (of a constant length 𝑛 + 1) at time 𝑖, and 
𝑁 + 1  is the number of measurements in the time 
sequence (Fig. 7). This matches to output data in the form 
[𝑑] , where [𝑑଴, … , 𝑑௜ିଵ, 𝑑௜ , 𝑑௜ାଵ, … 𝑑ே]  is an array of 
output values (of a constant length 𝑚 + 1) at time 𝑖  (as 
shown in Fig. 7). Sequential data can be processed in time 
windows of size smaller than or equal to the time sequence. 

 

 
Fig. 7. Time series data of an array of inputs. 

The data utilized in this study was sourced from Yahoo 
Finance, while the financial instrument that is going to be 
the case study data, namely Standard bank Group of South 
Africa. Which is a one of the top 40 large firms listed on 
the JSE by performance and market valuation. Yahoo 
Finance provides comprehensive financial data and 
insights across various markets and industries. 

B. Dataset Experiment Setup 

In the initial stages of the project, we used a local 
desktop setup for data pre-processing and graph creation. 
Our experiments were conducted on a computer 
environment featuring an 11th Gen Intel(R) Core(TM) i5-
1145G7 @ 2.60GHz 2.61 GHz processor with 16.0 GB 
RAM. However, this setup lacked dedicated GPU 
hardware, limiting its capabilities. This system was 
primarily used for constructing the source code. To 
complement our work, we also leveraged Google 
Colaboratory (Colab), which comes equipped with popular 
deep learning libraries like TensorFlow, Pandas, Keras, 
and PyTorch. However, Colab has its limitations, 
including a 12-hour session time restriction and a 
maximum file upload size of 100 MB [37–40]. We train 
our model using an Adaptive Moment Estimation 
optimizer, applied to the outputs of the model. The 
evaluation metrics that are selected include Mean Absolute 
Error (MAE) and Mean Squared Error (MSE) Missing 
values are excluded both from training and testing. 

The graph network architecture consists of 
Convolutional Neural Network (CNN) layers followed by 
Long Short-Term Memory (LSTM) layers and final dense 
layers [41–43]. The CNN layers in the model are designed 
to automatically learn hierarchical representations of the 
input sequences, capturing relevant patterns and features 

that are useful for subsequent sequence modelling by the 
LSTM layers. The LSTM layers play a crucial role in 
capturing and understanding the temporal relationships 
within the input sequences, enabling the model to make 
accurate predictions of future stock prices. The dense 
layers serve as the interface between the extracted features 
and the final output, enabling the network to learn complex 
mappings from input data to target predictions [44–46]. 
The graph network utilizes the Adaptive Moment 
Estimation algorithm for optimization during model 
training. The Adam optimizer plays a crucial role by 
effectively optimizing model parameters and accelerating 
convergence.  

C. Experiment Results 

Below is the preliminary work of the building the 
machine learning model. For the sake of the 
experimentation, historical data of Standard Bank (JSE-
SBK) is utilized [47–49]. 

 

 
Fig. 8. Loaded data into environment. 
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Fig. 9. Visualized the closing and opening prices. 

The dataset was loaded, reading its contents, and also 
observation of the characteristics of datasets to see if there 
is a requirement of cleaning or addition of features. Using 
Panda functions. Fig. 8 is where we pre-process the data or 
in simply terms. We prepare the data set for the project. 
This is done by loading it into our environment. 
Consequently, we present the features of the dataset which 
are the variables for our neural network. And off course we 
also convert the dataset into a multidimensional array and 
visualise the dataset, as seen in Fig. 9. 

We utilise the pre-built neural network structures found 
in Keras and Tensorflow [50]. For CNN, the layers are 
created. In every layer, TimeDistributed function is added 
to track the features for every temporal slice of data with 
respect to time. In between, MaxPooling layers are added. 
After that, it’s passed to Bi-LSTM and CNN layers. As 
presented before, this is our graph based forecast model. 
Which is based on the following framework presented 
in  [51]. Which from the experiments we acquire the 
following. 

In Fig. 10, for node representations, this indicates how 
much data has been modelled to each node. Thus, for a 
certain amount of times series data that will be passed by 
the nodes of the machine learning model. 

In Fig. 11, the Average loss versus MSE graph output 
from Tensorflow board is presented. This indicates the 
number of MSE errors that occurred numerically for each 
iterations during the training of the dataset. As with time 
series forecasting, the errors must be reduced to find the 
best predictions of the state or the dependent variables in 
this the closing and opening price of the stock. 

 

 
Fig. 10. Node representation. 

 
Fig. 11. Average loss and MSE per epoch. 
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The graph of Fig. 12 is an indication of the training loss 
when the neural network was going back and fourth in the 
data, the is an exponential decay as the number of epochs 
increase in number as seen by the red curve. 

 

 
Fig. 12. Training and validation loss versus epochs. 

Fig. 13 is the predication of the volatility of the stock 
based on the predicated future trend. An indication of 
where the stock is non-volatile regardless the macro-
economic factors. However, we must recall that industry 
methods require back testing strategies to quantify the 
results for real life applications. In addition, Fig. 14 is the 
prediction of the graph-based LSTM-CNN model in, is 
that of the near the actual price, and Which indicates the 
satisfactory results of our simulation. However, the LSTM 
cannot entirely, produce 99% accurate results as there are 
other computational factors to account for. 

 

 
Fig. 13. Predication of the volatility 

 
Fig. 14. Exponential averaging prediction of movement on yearly chart. 

The graph based CNN + LSTM model was complied, 
we can see different behaviour of the stock price over time, 
during the 2012s the stock rises and thereafter drastically 
falls during the Covid pandemic in South Africa. To ensure 
the validity of the model and its ability to generalize, we 
validated it using a separate test set. This set was distinct 
from the data used during training, allowing for an 
unbiased assessment of the model’s performance on new, 
unseen data. However, the division of data into training 
and test sets was approximately 85% for training and 15% 
for testing. This split deviates significantly from the 
recommended 70%/30% ratio, which could potentially 
lead to overfitting of the model to the dataset. Thus, 
according to statistical metrics. The model was predicted 
with a variance score of 0.913, which indicates an 
extremely high level of accuracy in predicting the stock 
price future behaviour. This implies that our model 
captures over 91% of the variability in the data, which is a 
strong indication of its reliability. Moreover, the R2 score, 
also at 0.913, reinforces the model’s efficiency. This score, 
often referred to as the coefficient of determination, 
signifies the proportion of the response variable’s variance 
that is predictable from the independent variables. A value 
of 0.913 indicates an impressively strong relationship 
between the predicted and actual values. Furthermore, the 
maximum error of 0.154 suggests that our model’s 
predictions are very close to the actual values. This low 
margin of error indicates that our LSTM-CNN model is 
consistently accurate in its forecasting, which is a critical 
characteristic for any predictive model. Overall, these 
results demonstrate that our graph-based LSTM-CNN 
forecast model is not only powerful but also highly reliable. 
It has the potential to provide valuable insights for a range 
of applications, from finance to climate modelling, where 
accurate forecasting is paramount.  

V. CONCLUSION 

Anticipating the future has long been an aspiration for 
both economist and individuals, given the potential 
advantages it holds. Those engaged in stock market 
analysis will find value in accurately predicting price 
movements. With the advent of artificial intelligence, 
researchers can now access forecasts of unprecedented 
precision. This capability is poised to improve further as 
technology and algorithms continue to advance. The 
findings of this study underscore the efficacy of this novel 
approach. 

In this paper, we present a novel model for spatial-
temporal machine learning modelling based on [43, 50].  
“Spatial” refers to the relationships or dependencies 
between different data points or entities, while “temporal” 
refers to the changes in data over time. In the context of 
this paper, the model captures the relationships between 
different stocks (spatial) and how their prices change over 
time (temporal). The model uses a combination of Long 
Short-Term Memory (LSTM) units and Convolutional 
Neural Networks (CNNs) to capture these dependencies. 
Our model captures spatial-temporal dependencies 
efficiently and effectively by combining LSTMs with 
CNNs. Even though this model showed comparative 
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results similar to those presented in [52]. The combination 
of a neural network framework incorporating convolution 
and long-short-term memory units has been confirmed to 
outperform traditional statistical methods, as well as 
conventional CNN and LSTM approaches, in predictive 
tasks as mentioned in [52]. However, feature engineering 
should be considered in designing better deep learning 
models as it improves the quality of the model. In this work, 
complex modelling of deep learning model was learnt, and 
more about graph machine learning. 

Given that the primary objective of this paper is to 
forecast stock market fluctuations and demonstrate its 
effective application in forecasting, the subsequent phase 
will involve deploying the proposed algorithm to signal 
specific market movements. Temporal Graph Neural 
Networks (TGNNs) are a type of graph neural network that 
incorporate temporal information into the graph structure. 
In our future research, we plan to explore how TGNNs can 
be used to capture temporal dependencies in stock price 
data more effectively. For instance, we might investigate 
different ways of incorporating time into the graph 
structure, or different types of temporal attention 
mechanisms. In future research, consideration will be 
given to developing a pure graph model utilizing temporal 
graph neural networks, or spatial-temporal graph networks. 
Additionally, existing models like FinGAT or GraphWave 
network may also be explored [53]. Furthermore, there 
will be an endeavour to construct an expert system for 
investment purposes. Where, a back testing strategy 
system will also be developed to improve its practicality in 
quantitative hedge funds. 
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