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Abstract—Mitosis count serves as a critical biomarker in 

breast cancer research, aiding in the prediction of 

aggressiveness, prognosis, and grade of the disease. However, 

accurately identifying mitotic cells amidst shape and stain 

variations, while distinguishing them from similar objects 

like lymphocytes and cells with dense nuclei, presents a 

significant challenge. Traditional machine learning methods 

have struggled with this task, particularly in detecting small 

mitotic cells, leading to high inter-rater variability among 

pathologists. In recent years, the rise in deep learning has 

reduced the subjectivity of mitosis detection. However, Deep 

Learning models face challenges with segmenting and 

classifying mitosis due to its intricate morphological 

variations, cellular heterogeneity, and overlapping 

structures. In response to these challenges, this study 

presents an Intelligent Mitosis Segmentation and Detection 

in Breast Cancer Histopathological Images Using Deep 

Learning (IMSD-BCHIDL) Model. The purpose of the 

IMSD-BCHIDL technique is to segment and classify mitosis 

in the histopathological images. To accomplish this, the 

IMSD-BCHIDL technique mainly employs YOLO-v5 model, 

which proficiently segments and classifies the mitosis cells.  

In addition, InceptionV3 is applied as a backbone network 

for the YOLO-v5 model, which helps in capturing extensive 

contextual details from the input image and results in 

improved detection tasks. For demonstrating the greater 

solution of the IMSD-BCHIDL method of the IMSD-

BCHIDL technique, a wide range of experimental analyses is 

made. The simulation values portrayed the improved 

solution of the IMSD-BCHIDL system with other recent DL 

models. 
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I. INTRODUCTION  

Breast cancer is a widespread type of cancer that affects 

women, making up approximately 25.1% of all cancers in 

women, according to the Global Cancer Project’s 

(GLOBOCAN 2012) report [1]. The early detection of 

breast cancer is essential in minimizing mortality rates, as 

appropriate treatment plans can be recommended based on 

the grade and diagnosis of the cancer. The Nottingham 

grading system is commonly used to evaluate breast 

cancer, relying on three biomarkers found in 

Histopathological Images (HSI) to determine the grade of 

the cancer [2]. These biomarkers include nuclear atypia, 

tubule formation, and the mitotic cell count [3]. Of the 

three biomarkers, the mitotic cell count is particularly 

crucial since it directly affects tumor diagnosis. In real-

time, mitotic cells can be identified through the visual 

analysis of HSI of the breast under a high-resolution 

microscope [4]. 

However, this technique is often subjective, time-

consuming, and can lead to imprecise identification, 

especially when conducted by a diagnostician with limited 

experience. The imprecise identification of breast cancer 

can have significant consequences, such as delayed 

treatment, misdiagnosis, and ultimately, a poor prognosis. 

To overcome these challenges, there is a need for 

objective and accurate methods to identify mitotic cells in 

HSI images. One promising approach is the use of 

machine learning algorithms, which can analyse the 

histopathological image dataset quickly and accurately. 

By training the algorithm on dataset of HSI images, it can 

learn to identify mitotic cells with high accuracy and 

consistency. This method can greatly increase the 

precision and effectiveness of detecting and grading breast 

cancer. The accurate identification of mitotic cells in HSI 

images is crucial in diagnosing and grading breast cancer. 

The use of machine learning algorithms can provide an 

objective and accurate approach to identifying mitotic 

cells, thereby improving the accuracy and efficiency of 

breast cancer diagnosis and treatment. 

Artificial Intelligence (AI) models have made a 

significant impact on the healthcare sector, 

revolutionizing many procedures and enabling the 

development of innovative solutions [5]. In the field of 

breast cancer diagnosis and treatment, AI models have 

been developed that can serve as valuable second-opinion 

mechanisms, improving the accuracy of diagnoses and 
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treatment plans [6]. However, the automation of mitotic-

cell detection using AI approaches has its own set of 

challenges. One of the major difficulties in automatically 

detecting mitotic cells is the need for pathological 

knowledge and a high-resolution microscope to 

distinguish normal cells from mitotic cells. The 

morphology and texture of mitotic cells can resemble that 

of normal cells, and other organelles, such as apoptotic 

cells, can also resemble mitotic cells in appearance [7]. 

Additionally, the mitosis process has two distinct phases, 

each with its unique features, making it necessary to 

develop a robust method for detecting different types of 

mitotic cells. 

Another challenge in the automated detection of mitotic 

cells is the need to maintain a standard environment for 

data preparation. The scanning procedures, biopsy, and 

slide preparation must be carried out carefully to avoid 

problems that can compromise the accuracy of the 

outcome. Any errors or inconsistencies in data collection 

or slide preparation can lead to inaccurate results, 

emphasizing the need for standardization and quality 

control measures. AI models have the potential to 

transform the field of breast cancer diagnosis and 

treatment, but the automated detection of mitotic cells 

presents several challenges. Overcoming these challenges 

will require the development of robust methods that can 

accurately distinguish normal cells from mitotic cells and 

maintain a standard environment for data preparation. 

With continued research and development, AI models 

have the potential to significantly increase the precision 

and efficacy of breast cancer diagnosis and treatment. 

Convolutional Neural Networks (CNNs) have emerged 

as a popular tool for detecting mitotic figures, a technique 

used in medical image analysis [8]. The widespread 

adoption of Graphics Processing Units (GPUs) has made 

CNNs more accessible and affordable for researchers in 

this field. By leveraging the power of GPUs, CNNs have 

proven to be an effective method for detecting mitotic 

figures in medical images. CNNs are particularly well-

suited for studying strong structural representations of 

objects of interest in medical images, such as tissues or 

cellular entities [9]. Several studies have developed CNN-

based techniques for the detection of mitotic figures in 

various tissues, including skin, breast, and stem cells [10]. 

To achieve strong performance on these datasets, CNNs 

have been complemented with various approaches, 

including better augmentation strategies and hand-crafted 

features. These techniques have shown promising results 

in accurately detecting mitotic figures in medical images, 

potentially reducing the subjectivity and variability 

associated with manual detection methods. 

The aim of this study was to develop an automated 

technique called IMSD-BCHIDL technique for the 

segmentation and classification of mitosis in breast cancer 

histopathological images using deep learning. The 

technique involves several steps, starting with image pre-

processing to ensure the images are compatible with deep 

learning analysis. Next, the pre-processed images are fed 

into, which is responsible for deep instance segmentation 

and classification of mitotic and non-mitotic nuclei. To 

extract the relevant features, the InceptionV3 model is 

used as the backbone network for the YOLO-v5 model. 

The performance of the Intelligent Mitosis 

Segmentation and Detection in Breast Cancer 

Histopathological Images Using Deep Learning (IMSD-

BCHIDL) approach was assessed by conducting a 

simulation analysis on two benchmark datasets. The 

IMSD-BCHIDL technique is a promising approach for 

automated mitosis segmentation and detection using deep 

learning on breast cancer histopathological images. This 

technique has the potential to significantly reduce the 

subjectivity and variability associated with manual 

detection methods, leading to more accurate and 

personalized diagnoses and treatment plans for breast 

cancer patients. 

II. RELATED WORKS 

 Khan et al. [11] proposed SMDetector, a deep 

learning-based method for finding small objects, such as 

mitotic and non-mitotic nuclei. Dilated layers were added 

to the backbone to solve the problem of small objects 

becoming lost in the deep levels. The size difference 

between the photos and the recognised objects was 

something the authors tried to lessen. They also enhanced 

the Region Proposal Network (RPN) to recognise small 

objects more precisely. Mathew et al. [12] proposed a 

novel solution to address the challenges in effectively 

training Deep Neural Networks (DNNs) for cell 

classification tasks. They successfully addressed the 

problem of highly trained data requirements by 

augmenting the available data from multiple sources 

through the asset colour-normaliser procedure. 

Additionally, they tackled the issue of class imbalance 

through a context-preserving approach, which involved 

augmenting the mitotic instances. Finally, they utilized a 

modified CNN to accurately categorize the candidate cell 

into the targeted classes. Nateghi and Pourakpour [13] 

proposed two techniques for improving mitosis 

identification in histopathologic images. These techniques 

involve a domain-invariant two-stage approach and a 

stain-augmentation approach to achieve better 

generalization. Lei et al. [14] presented a precise and rapid 

methodology to mechanically identify mitosis through 

histopathology imageries. This technique can 

mechanically find mitotic candidates from histologic 

sections for screening mitosis. To be Specific, this 

technique availed VNN for extracting high-level features 

for detecting mitotic candidates. 

Sebai et al. [15] modelled a new partially supervised 

framework related to 2 parallel deep fully convolutional 

networks. In the detection stage, to gain the final mitosis 

detections, the authors merge segmentation maps 

produced by 2 networks. Naik et al. [16] tackled the 

challenges of detecting mitotic nuclei in histopathological 

images by utilizing YOLOv4, a faster object detection 

technique. Their approach enabled the direct prediction of 

mitotic nuclei in a single step without the need for 

segmentation. The researchers trained the model using 

506 examples of mitosis from the publicly available 

MITOS-ATYPIA14 grand challenge dataset, which 
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comprised H&E-stained breast histopathological images 

that were annotated by experts. Sohail et al. [17] 

developed a new CNN-based heterogeneous ensemble 

approach called “DHE-Mit-Classifier” to detect mitotic 

nuclei in breast histopathological images. The method 

involved three stages and identified candidate mitotic 

patches from the biopsy region. In Ref. [18], a deep 

learning-based image processing methods is proposed to 

identify mitoses in histopathological images of 

neuroendocrine tumors. The model utilized YOLOv5 by 

incorporating the YOLOv5 transform module for 

enhanced performance. 

Albuquerque et al. [19] introduces a deep learning 

method for automating cell detection and quantification in 

the zebrafish xenograft cancer model. Using a fine-tuned 

Faster R-CNN with Inception ResNet V2, the approach 

addresses challenges like overlapped cells and a diverse 

dataset. Yu et al. [20] developed an automated model by 

using ResNet. Concurrently, an automatic mitosis 

detection algorithm was created using YOLOv5. 

Subsequently, a logical evaluation method was devised to 

create an automated diagnostic aid for UMT, capable of 

“studying and synthesizing” a pathologist’s expertise. In 

Ref. [21], an IoMT-enabled CNN model is proposed. 

Hyper-parameter optimization using the HORD algorithm 

enhances the effectiveness of finding optimal values for 

the CNN model, ensuring precise leukemia feature 

identification and improved overall model performance. 

Huang et al. [22] suggests a deep learning framework to 

ascertain the count of lymph nodes and subsequently 

classify each node as benign or malignant. This 

framework comprises a network for lymph node detection 

and another for the benign and malignant classification of 

lymph nodes. In Ref. [23], a Deep Active Learning (DAL) 

model is proposed. Also, customized deep learning 

detectors are designed to directly identify mitotic cells 

within entire microscopic HEp-2 specimen images, 

eliminating the need for a segmentation step. 

A notable research gap endures developing reliable 

method that address the intrinsic difficulties of 

overlapping structures, histological variations, and 

cellular heterogeneity within the images while 

considerable progress was made in the classification 

segmentation and of mitosis on breast cancer HSI. 

Existing methods consistently meet with limitations in 

capturing the morphological features of mitotic figures, 

particularly in the context of breast cancer subtype. In 

addition, the scarcity of publicly available annotated 

dataset designed especially for mitosis segmentation in 

breast cancer histopathology hinders the benchmarking 

and development of advanced algorithm. Bridging this 

research gap needs novel methods that consider the 

nuanced features of mitotic cells in different 

histopathological contexts, together with a comprehensive 

and standardized dataset to enable a more rigorous 

evaluation of segmentation and classification algorithms 

in the domain. Despite these developments, still there is a 

research gap in the automatic detection and classification 

of mitosis in breast cancer HSI analysis, including the 

need for increasing the generalization of the models, and 

enhancing the performance of mitotic nuclei detection, 

which address the problems of class disparity. 

III. THE PROPOSED MODEL 

In this study, we have concentrated on the development 

and design of the IMSD-BCHIDL method for the 

segmentation and classification of mitosis on breast 

Histopathological Images. The major intention of the 

IMSD-BCHIDL technique is to exploit DL model for 

segmenting and classifying mitosis in the 

histopathological images. To accomplish this, the IMSD-

BCHIDL technique comprises three major components: 

data pre-processing, YOLO-v5, and InceptionV3 model. 

Fig. 1 represents the entire procedure of IMSD-BCHIDL 

algorithm. 

 

 

Fig. 1. Overall process of IMSD-BCHIDL algorithm. 

A. Data Pre-processing 

Mitosis detection and classification are essential tasks 

in medical image analysis, contributing to the diagnoses 

and treatment of different diseases, including cancer. Data 

pre-processing is an important step in preparing the 

annotated information for training DL model, including 

YOLO (You Only Look Once), which is a conventional 

object detection method. This stage includes converting 

annotation into YOLO format and splitting the dataset into 

training and validation sets. 

Converting Annotation to YOLO Format: Annotations 

for mitosis detection are usually provided in the form of 

labelled bounding boxes, indicating the location of mitotic 

figures within image. YOLO is an effective real-time 

object detection method, which needs annotation in a 

certain format for training. The YOLO format consists of: 
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• Class Index: An index allocated to all the classes (for 

example, mitosis). 

• Bounding Box Coordinates: The coordinate of top-

left and bottom-right corners of the bounding box 

(normalized in the range of zero and one). 

• Image Dimensions: The dimension of the image 

where the object is located. 

Converting annotations to YOLO format includes 

associating the appropriate class index and transforming 

the bounding box coordinates. 

B. Creating Training and Validation Data:  

It is important to split the annotated dataset into training 

and validation sets for efficient model training and 

evaluation. A common practice is to use a 70:30 or 80:20 

ratio for these splits, with 70% (or 80%) of the data 

utilized for training and the residual 30% (or 20%) for 

validation. This avoids overfitting and ensures that the 

model generalizes well to unseen data. This process 

includes the following steps: 

• Shuffle the dataset: Randomly shuffle the annotated 

data to ensure that the training and validation sets are 

representative of the overall distribution. 

• Calculate split points: Define the number of samples 

to assign to all the sets based on the selected ratio. 

• Assign data to sets: Allocate sufficient number of 

samples to the training and validation sets according 

to the calculated split points. 

C. YOLO-v5-Based Mitosis Detection and 

Classification 

For the segmentation, detection, and classification of 

mitosis, the YOLOv5 model is used. YOLOv5, an 

advanced version of the YOLO architecture [16]. The 

YOLOv5 framework has fast detection rate and great 

performance and meets the requirements of real‐time 

applications. Using a single neural network, it can easily 

reach the steps required to identify an object. Both 

detection accuracy and speed are imperative in UAV 

detection. Therefore, YOLOv5 achieves real‐time speed 

and obtains excellent detection accuracy in UAV 

detection. Furthermore, it can be trained easily to identify 

distinct objects and has outstanding performance. 

YOLOv5 was established in Pytorch that is an open-

source platform for DL dependent upon Python. There are 

three main components in the YOLOv5 model, as follows. 

The backbone network has been composed of 

revolutionary core block named the CSPNet (cross‐stage 

partial network). CSPNet is used to resolve distinct 

gradient‐related problems. It not only decreases the 

amount of Floating‐point Operations Per Second (FLOPS) 

and parameter count of the algorithm. While reducing the 

size of architecture, it increases the accuracy and inference 

speed. Moreover, the backbone contains 1 Spatial 

Pyramid Pooling Rapidly (SPPF), multiple convolution 

layers, and 4 CSP bottlenecks with 3 convolutions. The 

primary goal of backbone is to extract varying-size 

mapping feature in the input image through several rounds 

of pooling and convolution. For that reason, the backbone 

layer in YOLOv5 works as a feature extractor. It is used 

to save and send features in deep layer to the detection 

head.  

Consequently, it generates the outcome feature map of 

3 varying sizes and extracts feature information. The 

output or head part carries out object detection. In the head 

section, there are upsampling and concatenate layers, 

several convolutions, and 4 CSP bottlenecks with 3 

convolution layers. The head portion is used to determine 

the class, predict visual characteristics, and draw 

bounding box around the target object and this can be 

computed by: 

𝜎𝑟
𝑔

= 𝑂𝑟,𝑔 × ℧𝑇
𝑃    (1) 

In Eq. (1), the confidence score of 𝑟 bounding boxes is 

𝜎𝑟
𝑔

 and the bounding box of 𝑔 grid is 𝑟. 𝑂𝑖,𝑗  implies the 

Intersection over Union (IoU), an assessment metric in 

image detection. 𝑂𝑟,𝑔 indicates the target once it is within 

the 𝑔 box. If the target is in 𝑔 box, then the 𝑂𝑖,𝑗 value is 0; 

or else, 1. The 𝐼𝑂𝑈 𝑠𝑐𝑜𝑟𝑒  is based on the accuracy of 

accurate position of the bounding boxes nearby the target. 

YOLOv5x, YOLOv5s,  YOLOV51, and YOLOV5m 

are different versions of YOLOv5. Fig. 2 illustrates the 

framework of YOLOv5. The study used YOLOv5x in this 

framework. Amongst them, YOLOv5x is the biggest 

model. It contains 476 layers. Nearly 87 million 

parameters were created using this layer. 

The feature maps of convolution layer can be evaluated 

by Eq. (2): 

𝑅 = 𝐿 ∗ 𝑊 + 𝑏   (2) 

𝐿 ∗ 𝑊 = ∑ 𝑊𝑛,𝑚 (𝑛, 𝑚)𝑥𝐿(𝑥 − 𝑛, 𝑦 − 𝑚) (3) 

Now the activation function has been used on the 

outcome mapping feature 𝑅 ,  ∗  which denotes the 

convolution operator. Next, the resultant mapping feature 

∗ analyses the features identified from the input. 𝑛 and 𝑚 

symbolize the weighted kernel index. 𝐿 refers to the input 

volume that convolves ∗ with the trained weighted 𝑊 and 

the 𝑏  bias term. 𝑋  signifies the elementwise 

multiplication between the input and the weight. 

 

 

Fig. 2. Structure of YOLOv5. 

The Loss Function (LF) of YOLOv5 is the sum of 

regression functions for classification loss, bounding 

boxes, and confidence loss. It has been computed by the 

following expression: 
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𝐿𝑃 = 𝑙𝑏𝑥 + 𝑙𝑠 + 𝑙𝑗  (4) 

In Eq. (4), the loss function for the confidence is 𝑙𝑗, the 

regression function for bounding boxes is 𝑙𝑏𝑥 , the loss 

function for classification is referred to as 𝑙𝑠  and the 

computation process can be given as follows: 

𝑙𝑏𝑥 = 𝜆𝑐𝑑 ∑ ∑ 𝐼𝑖,𝑚
𝑗

𝑏

𝑚=0

𝑠2

𝑖=0

𝑏𝑗(2 − 𝑊𝑖 × ℎ𝑖)[(𝑥𝑖 − 𝑥𝑖
m′)2 

+(𝑦𝑖 − 𝑦𝑖
m′)2 + (𝑤𝑖 − 𝑤𝑖

′𝑚)2 + (ℎ𝑖 − ℎ𝑖
′𝑚)2] (5) 

In Eq. (5), the correct coordinate of the target is denoted 

as  𝑦𝑖  and 𝜒𝑗 . The indicator function of whether the cell 𝑖 

has an object is 𝜆𝑐𝑑. The height and width of the target is 

represented as ℎ′ and 𝑤′,  

𝑙𝑠 = 𝜆𝑠 ∑ ∑ 𝐼𝑖,𝑚
𝑗𝑏

𝑚=0
𝑠2

𝑖=0 ∑ 𝑉𝐶∈𝑐𝑙 (𝑐)𝑙𝑜𝑔(𝑉𝑉𝑖(𝑐)) (6) 

𝑙𝑗 = 𝜆𝑛𝑜𝑗 ∑ ∑ 𝐼𝑖,𝑚
𝑛𝑜𝑗𝑏

𝑚=0
𝑠2

𝑖=0 (𝑐𝑖 − 𝑐𝑙)
2 +

𝜆𝑗 ∑ ∑ 𝐼𝑖,𝑚
𝑗𝑏

𝑚=0
𝑠2

𝑖=0 (𝑐𝑖 − 𝑐𝑐𝑙)
2  (7) 

where the classification loss function is 𝜆𝑠, 𝑐𝑙 is the class, 

𝑐𝑙  denotes confidence score, and the category loss 

coefficient is 𝜆𝑛𝑜𝑗. 

D. InceptionV3-Based Backbone Network 

In this work, the InceptionV3 model can be applied as 

the backbone network of the YOLOv5 model. The 

inception model aims to reduce the impact of computation 

efficacy and lower parameters in application 

situations [17]. The number of pixels in the image inputted 

into InceptionV3 was 299×299. Even though the size is 

78% greater than VGGNet 244×244, the running speed of 

InceptionV3 is greater than VGGNet. The major cause for 

this greater effectiveness of InceptionV3 are given as 

follows: the amount of parameters of InceptionV3 is less 

than one-fourth that of VGGNet (140,000,000) and below 

half that of AlexNet (60,000,000) compared to AlexNet; 

in addition, the amount of floating‐point computation of 

the entire InceptionV3 is around 5,000,000,000, which is 

considerably greater than InceptionV1 (around 

1,500,000,000). This makes InceptionV3 better, viz., it is 

easy to implement in a typical server to deliver fast 

response service. 

A convolutional kernel of varying sizes was adopted by 

InceptionV3, which allows it to own receptive field of 

dissimilar areas. A modular system and final joining were 

adopted to decrease the design space of networks, thus 

recognizing the fusion of features of different scales. In 

InceptionV3, a Batch Normalization (BN) layer has been 

introduced as regularize among the Fully Connected (FC) 

layers and the auxiliary classifiers. In BN, the batch 

gradient descent algorithm is used for accelerating the 

model convergence and training speed of the DNN. The 

formula of BN is formulated by the following equations: 

𝐵 = {𝑥1…𝑚}, 𝛾, 𝛽   (8) 

{𝑦𝑖 = 𝐵𝑁𝑦,𝛽(xi)}   (9) 

𝜇𝐵 ←
1

𝑚
∑ 𝑥𝑖

𝑚
𝑖=1    (10) 

𝜎𝐵
2 ←

1

𝑚
∑ (𝑥𝑖 − 𝜇𝐵)𝑚

𝑖=1
2
  (11) 

𝑥̂𝑖 ←
𝑥𝑖−𝜇𝐵

√𝜎𝐵
2+𝜀

   (12) 

𝑦 ← 𝛾𝑋̂𝑖 + 𝛽 = 𝐵𝑁𝛾,𝛽(𝑥𝑖)  (13) 

where 𝑌 and 𝛽 refer to learnable parameters (𝛾 is used to 

adjust the variance from the value distribution and 𝛽 is 

used to adjust the location of average value), and 𝜀 is a 

constant. The average value in 1D space is  𝜇𝐵 , the 

minimal activation value of batches 𝐵 is indicated as 𝑥, 
the count of activation values is 𝑚, the standard deviation 

in every size of mapping features is 𝜎𝐵
2. 

Moreover, large convolution kernel is separated as to 

smaller convolution kernels from the sequences; pooling 

and convolution are linked in parallel, and based on the 

smoothing criteria, LSR label is added for regularization. 

Additionally, the distribution inconsistency between input 

and output in a classical DNN is considered, which causes 

major problems for feature extraction, BN is introduced 

into InceptionV3. The learning effect can be enhanced by 

normalizing the input into all the layers. 

IV. RESULTS AND DISCUSSION 

The proposed model is simulated using Python 3.8.5 

tool with different Python Packages. The proposed model 

is experimented on Windows 11, i5 10th gen, 32GB RAM, 

and NVIDIA 1060ti 4GB. 

In this section, the simulation validation of the IMSD-

BCHIDL technique is tested on the MIDOG Challenge 

2022 dataset (https://imig.science/midog/download-

dataset/). The database is available as sqlite 

(SlideRunner format) and as json (MS COCO format). 

The dataset contains two subfolders: training dataset and 

validation dataset. In addition, the dataset hold images 

under two classes namely Mitotic and Non-Mitotic. The 

training dataset holds 2,714 mitotic samples and 1,721 

non-mitotic samples. Besides, the testing dataset holds 

743 mitotic samples and 577 non-mitotic samples. Fig. 3 

demonstrates the sample images from the MIDOG 

Challenge 2022 dataset. 

 

 

Fig. 3. Sample images. 

A set of measures used to analyse the performance are 

precision, recall, F-Score [24]. Fig. 4 illustrates the sample 
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recognition results of the IMSD-BCHIDL technique on 

the validation dataset. The figures highlighted that the 

IMSD-BCHIDL technique properly recognized the 

mitotic and non-mitotic cells. In addition, the proposed 

IMSD-BCHIDL technique properly identifies least to 

maximum number of cells. Moreover, these figures 

outlined the enhanced detection performance of the 

proposed model. 

 

 

Fig. 4. Results on recognition of validation dataset. 

  
(a)                                                                                                  (b) 

 
(c)                                                                                            (d) 

Fig. 5. Results on training dataset, (a) F1 Curve, (b) PR Curve, (c) Precision Curve, (d) Recall Curve. 
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A detailed PR curve of the IMSD-BCHIDL algorithm 

is defined on training database in Fig. 5. The simulation 

outcomes inferred that the IMSD-BCHIDL algorithm 

outcomes in enhanced PR values. Afterward, it can be 

clear that the IMSD-BCHIDL system achieves better 

performances of PR on 2 classes. 

A comprehensive PR outcome of the IMSD-BCHIDL 

methodology is depicted on validation database in Fig. 6. 

The simulation values implied that the IMSD-BCHIDL 

system performs in higher outcomes of PR. Next, it can be 

obvious that the IMSD-BCHIDL methodology gains 

improved values of PR on 2 classes. 

Table I state the comparative results of the IMSD-

BCHIDL method with recent DL models [14, 15, 25, 26]. 

The results highlighted the enhanced characteristics of the 

IMSD-BCHIDL technique. Based on 𝑎𝑐𝑐𝑢𝑦, the IMSD-

BCHIDL technique illustrates improved 𝑎𝑐𝑐𝑢𝑦  of 

92.26% while the Multi-Phase Deep CNN model, 

PartMitosis, ResNet 50 and YOLOv5 model, Deep 

Mitosis model suggested by various authors accomplish 

decreased 𝑝𝑟𝑒𝑐𝑛  of 85%, 76%, 71%,80%, 

correspondingly. Furthermore, based on 𝑟𝑒𝑐𝑎𝑙 , the 

IMSD-BCHIDL methodology outperforms higher 𝑟𝑒𝑐𝑎𝑙 

of 90.01% while the Multi-Phase Deep CNN model, 

PartMitosis, ResNet 50 and YOLOv5 model, Deep 

Mitosis model achieve reduced 𝑟𝑒𝑐𝑎𝑙 of 81%, 81%, 76%, 

77% correspondingly. When we compare the F1-Score of 

the various deep learning models suggested by different 

authors the proposed model outperforms all other models 

with a F1-Score of 91%. 

 

 
(a)                                                                                                 (b) 

 
(c)                                                                                                  (d) 

Fig. 6. Results on validation dataset, (a) F1 Curve, (b) PR Curve, (c) Precision Curve, (d) Recall Curve. 

TABLE I. COMPARATIVE OUTCOME OF IMSD-BCHIDL ALGORITHM WITH OTHER FEW DL APPROACHES 

References Dataset Method Precision Recall F1-Score 

Sohail et al. [19] TUPAC16 Multi-Phase Deep CNN 0.71 0.76 0.75 

Sewbai et al. [15] ICPR 2014 Part Mitosis 0.76 0.81 0.78 
Zorgani et al. [21] ICPR 2012 ResNet 50 and YOLOv5 0.80 0.77 0.79 

Li et al. [14] ICPR 2012 Deep Mitosis 0.85 0.81 0.83 

Proposed Model MIDOG YOLOv5 and InceptionV3 0.91 0.90 0.91 
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These outcomes demonstrated the enhanced 

performance of the IMSD-BCHIDL methodology with 

other approaches. Therefore, the IMSD-BCHIDL 

technique can be employed for automated mitosis 

segmentation and detection. 

V. CONCLUSION 

In this study, we have concentrated on the development 

and design of the IMSD-BCHIDL algorithm for the 

segmentation and classification of mitosis on breast 

cancer Histopathological Images. The major intention of 

the IMSD-BCHIDL technique is to exploit DL model for 

segmenting and classifying mitosis in the 

histopathological images. To accomplish this, the IMSD-

BCHIDL technique comprises three major components: 

data pre-processing, YOLOv5, and InceptionV3 model. 

Here, the YOLOv5 model is mainly applied to segment 

and classify the mitosis cells with InceptionV3 as a 

backbone network. The design of InceptionV3 model 

helps in capturing extensive contextual details from the 

input image and results in improved detection tasks. 

Besides, the application of InceptionV3 model as a 

backbone network aids YOLOv5 to manage objects at 

various scales more effectively, contributing to improved 

detection performance.  

To illustrate the better results of the IMSD-BCHIDL 

technique of the IMSD-BCHIDL methodology, a wide-

ranging set of simulation values can be executed. The 

simulation results showcase the superior results of the 

IMSD-BCHIDL algorithm with other recent DL models 

with maximum precision of 0.91, recall of 0.90, and F1 

score of 0.91. In the future, the IMSD-BCHIDL algorithm 

could benefit from advancements in deep learning 

architectures, exploring more sophisticated models or 

ensembles to enhance mitosis segmentation and 

classification accuracy. Additionally, refining the data 

pre-processing stage to accommodate a broader range of 

histopathological variations and incorporating transfer 

learning techniques may further improve the model’s 

robustness across diverse datasets. 
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