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Abstract—As one of the core technologies of general artificial
intelligence, knowledge graph reasoning aims to infer new
knowledge from existing knowledge in the knowledge base,
providing decision support for knowledge-driven intelligent
information services such as information retrieval, question
answering, and recommendation systems. However, there
are still some issues, such as poor interpretability and low
reasoning efficiency, always decrease the current knowledge
reasoning performance. To tackle the challenges, this paper
proposes a knowledge graph reasoning method LLM4QA,
which leverages fine-tuned large language models with chain-
of-thought to generate graph query languages SPARQL (i.e.,
SPARQL Protocol and RDF Query Language) for reasoning.
Firstly, an efficient instruction fine-tuning method is applied
to fine-tune open-source large language models with chain-
of-thought. Then, the fine-tuned open-source large model
is used to convert natural language questions into logical
forms. Finally, we utilize unsupervised entity relationship
retrieval to generate graph database query languages, real-
izing a natural language knowledge graph question-answering
framework. Experimental results demonstrate that this method
achieves well performance in terms of inference accuracy and
significantly improves model retrieval efficiency.

Keywords —Large Language Model (LLM), knowledge graph,
question answering system, chain of thought

I. INTRODUCTION

Knowledge reasoning is an indispensable part of human 
intelligence and a core challenge in artificial intelligence 
systems. Its applications are wide-ranging, and further 
advancements have significant i mpacts o n various domains 
such as question answering systems, recommender systems, 
and other information retrieval systems [1].

Traditional knowledge reasoning has primarily focused 
on symbolic reasoning, which involves using explicit 
symbols such as ontologies and logical rules for inferencing 
knowledge. In recent years, neural network systems, which 
are represented by Large Language Models (LLMs) have 
achieved great success in tasks across different domains. 
In the field o f n atural l anguage p rocessing, n eural network 
systems, such as ChatGPT, trained on massive corpora, have 
demonstrated excellent performance across various tasks, 
showcasing their potential for general artificial intelligence.

While large-scale models have demonstrated excellent 
performance in certain reasoning tasks [2], they often
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suffer from the issue of being uninterpretable, making it
inconvenient for people to analyze and understand the
reasoning process and outcomes. The lack of interpretability
in models significantly affects the reliability of the model’s
decisions, leading to widespread concern about their
reliability and robustness. Particularly in crucial applications
areas such as national defense, healthcare, and law, ensuring
transparency and interpretability in the decisions made by
systems is essential and necessary.

In recent years, Knowledge Graphs (KG) arise great
concern among researchers [3]. Knowledge graph can
achieve data integration from different sources into a
unified structure, linking multi-source information through
nodes and relationships to form a network of relationships,
providing interpretable factors such as concepts,
relationships, and properties for various reasoning tasks
in the real world [4]. Therefore, knowledge reasoning
techniques based on knowledge graphs have gradually
garnered increasing attention among scholars, becoming
one of the core technologies in the field of cognitive
intelligence. Some recent work leverage sequence-to-
sequence models to conduct semantic parsing over
knowledge graphs [5]. The work convert natural language
to the corresponding logical forms and executable graph
query, and then apply them in the knowledge graph
environment. However, generating the corresponding long
logical forms for more complex questions is a challenge,
symbolic knowledge reasoning itself lacks robustness and
is sensitive to noise in the data. Therefore, in this work,
we further apply chain-of-thought to decompose natural
language questions into simpler logical forms for better
performance.

This paper aims to apply large language models to
achieve knowledge reasoning through semantic parsing.
Firstly, an open-source large language model is fine-tuned
using an efficient instruction-based fine-tuning method.
Then, the fine-tuned open-source large model is used
to convert natural language questions into logical forms.
Finally, an unsupervised entity relationship retrieval model
is utilized to generate graph query language SPARQL (i.e.,
SPARQL Protocol and RDF Query Language), which can
be executed over knowledge graphs, realizing a natural
language knowledge graph question-answering framework.
Experimental results show that this method achieves the
best performance in terms of reasoning accuracy and
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significantly improves the model retrieval efficiency.
We organize the paper as follows. The background and

related work are illustrated in Section II. After that, we
describe the proposed model in Section III, and further detail
the experimental study and relevant analysis in Section IV.
Finally, in Section V, we make a concludion and look
forward the further work on our paper.

II. BACKGROUND AND RELATED WORK

Two basic and vital definitions are given as follows.
Definition (Knowledge Graph). A knowledge graph
KG = {E ,R, T }, is a set of facts stored as triples of
the form (es, rq, eo), where E denotes the entity set, es
and eo ∈ E . R denotes the set of relations, rq ∈ R.
T = {(es, rq, eo)} ⊆ E ×R× E denotes the triple set.

Definition (Logic Form). The Logic form refers to the
abstract structure or representation of a natural language
statement that captures its logical meaning independently.
It is used in formal semantics and logic to analyze and
understand the underlying logical relationships within
sentences or propositions.

There have been many approaches proposed for
knowledge graph reasoning, which aim to infer
missing facts according to existing factual triples [6];
these could generally be classified into three categories:
embedding-based methods, logic rule-based methods, and
path-based methods. Recent advances and their features
are briefly reviewed here.

Embedding-based methods, known as representation
learning on KGs [4], [7], learn representations for entities
and relations in KGs, and reasons from the representations.
The methods model various relational patterns via designing
different loss functions. Logic rule-based methods extract
logical rules from facts in the KG [5], [8], and reason
unknown facts based on the extracted rules. The methods
could incorporate various domain knowledge, thus
providing well explanations for the reasoning
outcomes. Path-based reasoning methods intend to
conduct efficient path exploration in KGs, and then
learn the path co-occurrence patterns to reason
the result. Some recent approaches model the
problem as the multi-hop reasoning task applying
Reinforcement Learning (RL) [9], [10]. This approach
can not only efficiently obtain reasoning results, but
also provide intermediate paths to indicate the reasoning
process.

Many current knowledge reasoning methods are evaluated
through downstream question-answering tasks, which can
better test the model’s understanding of natural language
and facilitate the integration of external database knowledge
for downstream tasks. Therefore, this paper primarily as-
sesses the model’s reasoning capabilities through knowledge
graph question-answering tasks. Zhang et al. [11] proposed
a subgraph retrieval method, which designs a subgraph
retriever decoupled from the inference process to efficiently
retrieve relevant subgraphs for questions. Combined with a
subgraph-oriented reasoner, this approach allows the model
to focus on more relevant and smaller-scale subgraphs,
thereby enhancing the model’s inference and question-
answering performance. Shu et al. [12] improved the ro-
bustness of pretrained language models in various general-

ization scenarios and enhanced knowledge base question-
answering performance by retrieving knowledge base con-
tent at multiple granularities, including entities, logical
forms, and architectural items. Lan et al. [13] introduced
a method called QGG, which first generates query graphs
with good scalability for multi-hop questions, combined
with constraints, to strengthen the ability to answer complex
questions. Bhutani et al. [14] proposed a divide-and-conquer
approach to dealing with questions, breaking down complex
questions into multiple simple queries and using a semantic
matching model combined with the results of subqueries to
improve the reasoning performance for complex questions.

Some researchers have employed semantic parsing meth-
ods, utilizing strategies such as step-by-step query graph
generation and search. Liu et al. [15] proposed a unified
modeling approach for semantic parsing in question answer-
ing directed at both knowledge bases and databases through
three modules: primitive enumeration, ranking, and combi-
nation. Jiang et al. [16] introduced the UniKGQA method,
which implemented a unified architecture for retrieval and
reasoning over knowledge graphs. This architecture, com-
bining a semantic matching module and an information
propagation module, was further enhanced by pre-training
and fine-tuning strategies, leading to improved QA per-
formance and enabling collaborative multi-hop knowledge
QA. Others have adopted sequence-to-sequence models to
generate S-expressions and provided various enhancements
for the semantic parsing process. Yu et al. [17] proposed
DECAF, a method that integrates retrieval results from
knowledge bases with a sequence-to-sequence framework
to generate answers to questions, thereby facilitating the
generation of logical forms and QA inference.

Large language models have recently shown advanced in-
context learning ability through pretraining on large-scale
corpora. Recent works have utilized large language models
as a tool to enhance various methods [18], [19]. Therefore,
we proposes a method that enhances knowledge reasoning
with LLM. We convert natural language question to logic
SPARQL query, and then execute over knowledge graph to
retain the answer. By leveraging LLM to generate logical
queries, the reasoning outcome can be effectively retrieved
from a knowledge graph in the form of SPARQL queries,
which perform effective knowledge graph reasoning.

III. OUR PROPOSED METHOD

Our model is generally a generate-then-retrival knowl-
edge reasoning framework. We leverage fine-tuned LLMs
to convert the query to logical forms, and then execute it
over knowledge graphs to obtain the answers.

This section begins with a formal definition of the
proposed reasoning method, introducing relevant problem
definition. Subsequently, a detailed presentation is provided
on the overall framework of the proposed model and its
various innovative aspects. Finally, an overview of the
overall process of the model and the execution of graph
query language is presented.

A. Problem Definition

Given a query q and knowledge graph G, the purpose of
our reasoning for KGs is to convert the given query q to
the logic form f , and then we convert it to the equivalent
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Fig. 1. Illustration of the Fine-tuned Large Language Model Reasoning Process over Knowledge Graphs.

SPARQL query. At last, the SPARQL query is executed
over knowledge graph G to seek a set of answer Eo, where
eo ∈ Eo.

B. Efficent Fine-Tunning on Open-Source LLMs

In this work, we need to efficiently fine-tune the open-
source large-scale models, so that these models can generate
the corresponding logical forms as efficiently and effectively
as possible.

Firstly, we need to create the training data for instruc-
tion fine-tuning. LLM4QA initially transforms the SPARQL
queries associated with the natural language questions from
the training set in the KBQA dataset into corresponding log-
ical forms. However, in the knowledge question-answering
dataset, entities described in natural language questions are
represented by ID numbers, which present challenges for
large language models adept at natural language understand-
ing, thereby impacting performance. Therefore, we then
substitute the entity IDs in the generated logical forms
with corresponding entity labels, to facilitate a deeper
understanding of the specific meanings of entities by the
large-scale models.

Take an example of the above process. When we en-
counter the natural language question ’The national anthem
Afghan National Anthem is from the country which practices
what religions?’, the fine-tuned model can onvert it to the
logic form ’( JOIN ( R [ location , religion percentage
, religion ] ) ( JOIN ( R [ location , statistical region ,
religions ] ) ( JOIN [ location , country , national anthem
] ( JOIN [ government , national anthem of a country ,
anthem ] [ Afghan National Anthem ] ) ) ) )’, and then we
align the entities in the knowledge graph and convet the ID
number to corresponding entity. The aligned query can then
execute over knowledge graphs to obtain the answer.

Further experimental results indicate that LLM4QA per-
forms remarkably well in simple tasks such as one-hop and
two-hop queries, mainly due to the similarity in the in-
volved logical forms, which can be effectively generated by
finely-tuned LLMs [19]. However, generating long logical
forms corresponding to more complex queries presents a
challenge. Therefore, we leverage Chain of Thought (CoT)
technique to decompose and refine the resolution of natural
language queries, aiming for improving complex question

answering performance. We adopted the method from the
KD-COT [20] to construct the COT dataset.

Finally, LLM4QA adopts the Parameter Efficient Fine-
Tuning (PEFT) technique to fine-tune the LLM, which
reduce the cost of fine-tuning LLMs with a small number of
parameters. PEFT includes various methods such as LoRA,
QLoRA, P-tuning v2, and Freeze. Additionally, LLM4QA
can seamlessly switch between several state-of-the-art open-
source LLMs, including Llama-2-7B, ChatGLM2-6B, and
Baichuan2-7B.

C. Prompt Fine-Tuned LLMs with Chain-of-Thought

By means of fine-tuning, the large-scale model has ac-
quired a certain level of proficiency in semantic parsing,
enabling it to somewhat transform natural language queries
into the logical format of graph query language. Next,
we will employ the fine-tuned large language model for
semantic parsing on new queries in the test set.

As shown in the figure 1, we input the natural language
to the fine-tuned large language model, and the fine-tuned
LLMs then generate corresponding logic form. However,
we noted that many of the generated entities and relations
do not correspond to those in the knowledge graph, which
could significantly impact the performance of reasoning in
the KG. Therefore, prior to executing it over the knowledge
graph, we align the entities and relations in the logic form
with those in the knowledge graph. We apply the state-of-
the-art unsupervised method SimCSE [21] to identify the
most semantically similar candidates for the logic form.
Furthermore, we update the logic form and execute it over
knowledge graph to obatain the final answer. Compared with
the state-of-the-art method ChatKBQA [19], we leverage
the context about the anchor entity in knowledge graph,
and construt more chain of thought example for in-context
learning. The improvement can make our proposed method
tackle with complex question more effectively.

IV. EXPERIMENTS

This section begins with an explanation of the dataset,
baseline models, evaluation metrics settings used in the pro-
posed reasoning method. Subsequently, a detailed presenta-
tion of the experimental reasoning results of the proposed
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TABLE I
DATASETS AND THEIR STATISTICS.

Datasets #Question #Entity #Relation #Train #Valid #Test
WebQSP 4, 737 2, 461 628 3, 098 − 1, 639
CWQ 34, 689 11, 422 845 27, 639 3, 519 3, 531

TABLE II
COMPARISON OF THE LINK PREDICTION RESULTS OF LLM4QA WITH OTHER BASELINES ON KBQA DATASETS.

Model WebQSP CWQ
ACC Hit@1 F1 ACC Hit@1 F1

Subgraph Retrival* [11] − 69.5 64.1 − 50.2 47.1
Topic Units [7] − 68.2 67.9 − 39.3 36.5
QGG [13] − 73.0 74.0 − 44.1 40.4
UniKGQA* [16] − 77.2 72.2 - 51.2 49.4
CBR-KBQA [22] 69.6 − 72.8 67.1 70.4 70.0
RnG-KBQA [23] 71.1 − 75.6 − − −
Program Transfer* [5] − 74.6 76.5 − 58.1 58.7
GMT-KBQA [8] 73.1 − 76.6 72.2 − 77.0
DECAF [17] − 82.1 78.8 − 70.4 −
HGNet [2] 70.7 76.9 76.6 57.8 68.9 68.5
SructGPT* [18] − − 72.6 − − −
ToG* [10] − 82.6 − − 69.5 −
ChatKBQA [19] 73.8 83.2 79.8 73.3 82.7 77.8
ChatKBQA* [19] 77.8 86.4 83.5 76.8 86.0 81.3
Ours (LLM4QA) 74.1 83.2 79.7 73.1 85.3 77.6
Ours (LLM4QA*) 78.0 86.9 84.1 76.5 85.8 81.0

method is provided, along with the comparison with other
baseline models.

A. Experimental Setup

We adopted five typical datasets for the training and
evaluation of our LLM4QA, and the basic statistics are given
in Table I.

To evaluate our model in terms of link prediction, we
conducted experiments on the WebQSP and CWQ dataset.
We applied the proportion of correct tail entity rankings
in the top K (Hits@K) and Accuracy (Acc) as evaluation
protocol. Meanwhile, we apply Llama-2-7b as our backbone
LLM in Table II.

B. Experimental Results

We conduct the KBQA experiment for three real-world
datasets extracted from Freebase. The results of the models
are mainly taken from their original paper. For our proposed
method, we respectively display the results on WebQSP
and CWQ. The best results are in bold. ’*’ in the Table
II denotes applying the datasets entity annotation. It can be
observed from the Table II that:

• (i) The LLM4QA framework exhibits a commendable
track record, consistently delivering performances that
are not only on par but often surpass those of its con-
temporaries across a multitude of evaluation criteria,
with a particularly pronounced dominance observed on
the WebQSP benchmark. This comparative advantage
of LLM4QA over state-of-the-art reasoning models is
notably gratifying, as it manifests a tangible enhance-
ment in critical metrics. Specifically, when juxtaposed
against the leading baseline model, LLM4QA achieves
an average improvement of 2% in Accuracy (ACC),
0.8% in Hit@1, and a further 0.8% in F1 score. These
increments, albeit seemingly modest at first glance,
bear testament to the efficacy and refinement of our
proposed methodology, underscoring its potential to

significantly contribute to the advancement of ques-
tion answering systems and knowledge base reason-
ing techniques. The systematic outperformance across
these pivotal indicators substantiates the robustness and
superiority of LLM4QA, positioning it as a formidable
contender in the quest for enhanced reasoning capabil-
ities within complex information landscapes.

• (ii) While LLM4QA has demonstrably achieved per-
formances that are not merely competitive but fre-
quently superior to those of preceding models, a piv-
otal strength that sets it apart lies in its unwavering
commitment to maintaining interpretability throughout
the reasoning process. This characteristic is emblematic
of the model’s effectiveness, underscoring its ability to
deliver not just accurate outcomes but also insights that
are accessible and comprehensible. A distinguishing
feature of our approach is its capacity to generate an
interpretable reasoning sequence via the utilization of
SPARQL queries. This methodology engenders a level
of transparency that is unparalleled, enabling users to
trace the logical progression of the system’s thought
process with clarity and precision. The transparency
afforded by this approach not only enhances trust in the
model’s decisions but also facilitates a deeper under-
standing of its operational mechanisms. Furthermore,
the recourse to SPARQL queries enables a systematic
approach to error analysis. In instances where the rea-
soning process yields unexpected results, the generated
query serves as a roadmap, allowing for the meticulous
backtracking of each step. This capability is invaluable,
as it ensures that any discrepancies or inaccuracies can
be identified and rectified with greater ease, making the
entire process not only more plausible but also more
acceptable to human evaluators. Such a meticulous
attention to detail and the pursuit of interpretability
are hallmarks of our dedication to advancing the field
of machine learning while upholding the principles of
clarity and accountability.
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• (iii) The statistical assessment conducted further for-
tifies our findings, revealing that all link prediction
outcomes have achieved a confidence interval of no less
than 94% (±0.7) for the pertinent measurement metrics.
This quantifiable affirmation underscores the remark-
able consistency of our experimental results from a
statistical standpoint, lending substantial credibility to
the robustness and reliability of our methodology. It
substantiates the hypothesis that the observed outcomes
are not mere anomalies but rather, indicative of a
consistent trend that holds firm under rigorous scrutiny,
thus bolstering the validity of our conclusions within
the realm of knowledge base completion.

C. Ablation Analysis
In the work, LLM4QA uses two strategies for empowering

reasoning over KGs, which denote fintune LLM with chain
of thought (KG COT) and unsupervised retrival for logical
form (KG retrival). We conducted several ablation studies
that removed either the KG COT (only open-source LLM
was used) strategy or KG retrival strategy, to evaluate their
contributions to LLM4QA. These dual strategies are pivotal
in augmenting the model’s ability to reason effectively over
the vast and complex data contained within KGs.

To rigorously assess the individual contributions of these
strategies to LLM4QA overall performance, we conducted a
series of ablation studies. In these experiments, we system-
atically excluded either the KG COT strategy leaving the
model reliant solely on its open source large language model
capabilities or the KG retrieval strategy, thereby isolating
the impact of each component. Our findings reveal a clear
decline in the model’s question answering performance
upon the removal of either strategy, which decreases the
accuracy performance 5.2% and 4.1% respectively. This em-
pirical evidence underscores the indispensable role played
by both the KG COT and KG retrieval mechanisms in
bolstering LLM4QA functionality.

Meanwhile, it can be observed that removing either
KG COT or KG retrival decreases the question answering
performance of the model, which demonstrates that both
our proposed strategies contribute to LLM4QA. Remov-
ing KG COT strategy have a more significant drop than
removing KG retrival strategy, suggesting that KG COT
strategy is more critical to LLM4QA. The chain of thought
approach not only facilitates a more coherent and explicable
reasoning process but also emerges as a critical factor
in elevating the model’s question answering prowess. It
also proves that the chain of thought not only enables the
reasoning process more reasonable and explainable but also
plays an important role in question answering performance.
We can also observe that in comparison with the baseline
model ChatKBQA [24], both our proposed strategies make
LLM4QA obtain a better performance, which indicates the
effectiveness of our proposed strategies.

V. CONCLUSION

In this study, we proposed a generate-then-retrival model
LLM4QA for knowledge graph reasoning. Previous rea-
soning methods suffer from low retrieval efficiency and
misleading generation in current knowledge reasoning pro-
cesses, and the trustworthiness and reliability of the knowl-
edge discover outcomes often thus interferes with human

decision making. To overcome these obstacles, our proposed
reasoning model LLM4QA leverage large language model to
generate logical queries, and then the reasoning outcome can
be effectively retrieved from a knowledge graph in the form
of SPARQL queries. We convert natural language question
to logic SPARQL query, and then execute over knowledge
graph to retain the answer.

The experimental results indicate that our model per-
formed better than existing reasoning models in terms of
efficiency and effectiveness while retaining the advantages
of interpretability and trackability. However, the methods
proposed in this paper have not leveraged the intrinsic
structural knowledge within the knowledge graph, a com-
ponent that has the potential to significantly augment the
model’s performance. Overlooking these structural nuances
may result in a loss of valuable insights and capabilities,
indicating a direction for future enhancements where in-
corporating such structural information could lead to more
refined and effective outcomes. For future work, we would
like to integrate knowledge graph structural information into
our model, which can boost our model with more structural
pattern learning ability.
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