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Abstract—The investigation of cloud computing is becoming 
more popular in both the business world and the academic 
world. The use of cloud computing presents many 
opportunities for growth and improvement for cloud service 
providers as well as end users. Due to the dramatic increase 
in demand for cloud computing, data security has emerged 
as a primary area of concern. There have been a great deal 
of risks that make the use of cloud computing more difficult. 
Detecting distributed denial of service attacks is a key 
bottleneck in the cloud technology industry. The 
development of an efficient attack detection technique is a 
challenging endeavor because of the intricate interactions 
between nonlinear interruption activities, aberrant system 
traffic behavior, and other variables. As a result, establishing 
preventive solutions against these threats is critical for the 
broad adoption of cloud computing. This work presented a 
combination of the bio-inspired feature-choosing method 
Particle Swarm Optimization (PSO) with the classification 
methods Logistic Regression, Gaussian, and Random Forest 
as an ensemble technique for Distributed Denial of Service 
(DDoS) attack detection. The Bio-Inspired Feature-Selection 
and Ensemble-Classification DDoS-Detection (BIFSED) 
output is finalized by combining the results of each 
categorization technique. To determine the final DDoS 
classification, we employed a certain threshold and a vote of 
simple majority. The performance results with the NSL-
Knowledge Discovery-Dataset (NSL-KDD) dataset showed 
that the BIFSED approach, with thirteen characteristics and 
ensemble techniques, outperforms a complete set of features 
and different classification methods in the literature using 
logistic regression, Gaussian, and random forest 
classification methods.  
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I. INTRODUCTION 

Nowadays, cloud computing (Fig. 1) is counted as the 
greatest ground-breaking innovation in the history of the 
information technology industry [1]. This was made 
possible by improvements in modern computing 
paradigms including parallel computing, grid computing, 
distributed computing, and others [2]. Users can simply 
scale up or down clusters based on their expectations with 

the least amount of engagement from third parties thanks 
to these technical solutions, which enable consumers to 
seamlessly incorporate communication lines into a system 
of computer resources [3]. 

 

 
Fig. 1. High level view of cloud computing. 

Even though cloud technology is still in its infancy, 
there are several flaws that bad individuals or hackers may 
exploit [4, 5]. Most clients worry about the frequent 
security breaches in cloud computing [6]. 

A denial-of-service attack seeks to overwhelm a target 
system such that it fails to perform its intended function as 
well as render it inaccessible to legitimate users [7–9]. 
Due to the potential effect of even a single cloud server on 
a large user base, these assaults are especially harmful to 
cloud computing systems [10–12]. Cloud systems by 
increasing their processing capacity increase the number 
of VMs and service instances when there is a lot of work 
to be completed [13]. The cloud architecture doesn’t help 
when you’re trying to thwart a cyber-assault. A slowdown 
in the cloud infrastructure has finally been seen, making it 
hard for genuine users to access their cloud services. If 
hackers target a large number of cloud-based services with 
more zombie machines, DDoS attacks might become 
much more dangerous. 

Cloud computing necessitates a unique method of 
detecting and preventing assaults. DDoS attacks take 
many forms, and the client’s network connectivity or 
capacity is the most common target. Bandwidth attacks 
negatively impact network performance since attackers 
consume all available network bandwidth and delay or 
prevent the fulfilment of user requests. 
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Connection assaults, similar to DoS attacks, flood the 
victim’s server with repeated application-layer requests, 
depleting all available resources. As a result, the server no 
longer handles legitimate user requests. In a flood attack, 
the intruder bombards the target with a large number of 
packets in a continuous flow, exhausting all of the victim’s 
capacity and resources. A vulnerability attack occurs 
when a hostile party sends prepared messages to the 
victim’s system in an attempt to overwhelm it. DDoS 
attacks often include flooding the targeted system or 
network with traffic from multiple directions. 

Distributed denial of service attacks originate from 
Internet-connected computer systems. A hacker may take 
remote control of a server in one of these networks and 
spread malware across it using special software. A botnet 
is a group of bots, while a single bot is a bot [14]. After a 
botnet is set up, an attack may be launched by delivering 
orders to every bot individually. When a botnet assaults 
(Fig. 2) a server or network, each bot in the network sends 
out a query to the interface, causing a denial of service by 
flooding the system or connection. Each bot is a real 
computer is connected to the Internet, which means it may 
be difficult to distinguish malicious from benign data [15]. 
Website or service delays or outages are the most subtle 
signs of a Distributed Denial of Service (DDoS) attack. 
However, because a number of factors, such as traffic 
volume, may produce similar productivity concerns, 
greater attention is clearly required. Some of these DDoS 
attack indicators may be detected by traffic analytics 
software [16]. Weird or irregular traffic patterns, 
including peaks at uncommon times or odd layouts [17].  

 

 
Fig. 2. DDoS attack. 

The most severe difficulty in current DDoS attack 
tactics is identifying the correct collection of network and 
traffic data characteristics while maintaining appropriate 
detection accuracy. When the application is decentralized 
and deployed internationally, the network traffic data may 
have various aspects with redundant information, making 
the task more difficult. For this study, we examined 
standard data from a military network. A wide range of 
intrusions are repeated in the context of a military network, 
and there are numerous independently certified data 
features. So, the goal is to extract informative 

characteristics for DDoS detection in the cloud and then 
train those features into the proposed algorithm. 
Performance measures are compared to existing 
algorithms to show how the new technique compares. 
Network traffic data sets naturally include repetitious or 
nonessential characteristics, which result in unreasonable 
training and classification time. Important features mean 
identifying features from the dataset, aiming to improve 
prediction accuracy and reduce computational complexity. 
Features can be categorized into the following categories: 

• Independent features; 
• Correlated features; 
• Redundant features; 
• Feature with Information; 
• Feature with no information; 
• Weak features. 

In recent research, many network datasets are being 
used with multiple characteristics because network data 
has multiple dimensions by nature. This “heightened 
dimensionality” makes the classifier learning procedure 
difficult because not all characteristics are applicable to 
the type labels and usually contain duplicated data, 
reducing the accuracy of attack detection. Such data 
usually requires feature selection to remove irrelevant and 
duplicated features. So, the analysis gap indicates that a 
combination of characteristic-selecting approaches can 
improve classifier performance by specifying 
characteristics that are insufficient as individuals but 
powerful as a group, extracting repetitive characteristics, 
and defining characteristics that have a high correlation 
with the result type. 

Contribution of this research paper: 
1. The goal of this work is to use an ensemble 

learning classifier to extract relevant features or 
minimize the characteristic group while improving 
or preserving classification accuracy. The NSL-
KDD DDoS detection model dataset, which has 41 
features, is utilized to assess the efficacy of our 
proposed BIFSED approach. 

2. In this paper, we introduce BIFSED, a DDoS attack 
outpour classification technique for reliably and 
quickly determining attack flows in network data. 
First, BIFSED selects the best features using a bio-
inspired feature selection technique to filter 
characteristics and select the most informative ones. 
Second, ensemble learning algorithms will be used 
to classify the DDoS attacks. Finally, a majority 
vote is used to weight the final classification.  

3. To establish the viability of the presented strategy, 
this study compares the proposed method to other 
algorithms based on performance metrics. The 
PSO-based ensemble learning method is quite 
effective in witnessing DDoS attacks in cloud 
computing infrastructures. 

II. RELATED WORKS 

This section provides a full justification for the 
correlation with previous findings. We examined the 
methodology of contemporary study, as well as its 

Journal of Advances in Information Technology, Vol. 15, No. 10, 2024

1124



 

benefits and limitations. In this literature review, several 
studies employing diverse methodologies for attack 
detection in network security are explored. 

The research conducted by Narayanasami et al. [18] 
leveraged the BAT method in tandem with SVM for 
classification. While the BAT method showcased 
excellence in the realm of feature selection, the resultant 
accuracy from SVM classification fell short of initial 
expectations. This highlights the delicate balance between 
feature selection methodologies and the downstream 
classification algorithms.  

In the study presented by Shone et al. [19], an auto-
encoder was employed for intricate feature identification, 
coupled with deep learning for precise attack 
categorization. The deliberate choice of a non-symmetric 
classification aimed to mitigate model complexity. 
However, this strategic decision had repercussions on the 
detection effectiveness, particularly for unauthorized 
access attacks.  

Virupakshar et al. [20] introduced an innovative socket 
programming approach to monitor network traffic, 
effectively contributing to the blockage of attacks at the 
network layer. Despite this achievement, the study 
revealed limitations in its coverage of a broader range of 
attacks, leaving certain vulnerabilities unaddressed. 

The utilization of flow control techniques and random 
forest in [21] demonstrated success in minimizing 
erroneous alerts. However, the absence of support for 
multilayer DDoS mitigation showcased the need for a 
more comprehensive defense strategy in the face of 
evolving cyber threats. 

The combination of an autoencoder and DNN in [22] 
for attack identification tackled the challenges of 
unbalanced, noisy data. Yet, the considerable 
computational complexity underscored the ongoing trade-
off between model sophistication and resource demands. 

Velliangiri et al. [23] explored the implementation of 
the DBN technique for DDoS detection, offering a viable 
solution for handling crucial information in cloud 
platforms. However, the observed accuracy in 
classification did not align with the anticipated outcomes, 
prompting further inquiry into refining the model. 

The imperative role of regression analysis in ML model 
development was underscored by Sambangi et al. [24], 
emphasizing the model’s significance in predictive 
purposes. However, the study’s limited examination using 
one-day log files brought attention to the constraints 
inherent in the dataset. 

The application of the CNN–LSTM method in [25] for 
attack detection in cloud data exhibited effectiveness with 
a standard dataset. Yet, the computational workload 
associated with this methodology raised questions about 
scalability and resource consumption. 

Ahmed et al. [26] introduced a comprehensive 
approach with proactive traffic anomaly detection and 
sophisticated malware prevention techniques. While the 
multilayer technique demonstrated efficacy in risk 
limitation, the study highlighted potential performance 
variations at different layers, influencing the overall 
effectiveness. 

Cil et al. [27] showcased the implementation of a deep 
neural network as a threat learning model, operating 
efficiently even with a small packet sample. However, the 
reliance on an outdated dataset emphasized the need for 
contemporary data sources to ensure the model’s 
relevance. 

The CNN-based technique employed in [28] for threat 
identification outperformed other deep learning methods. 
Nevertheless, the study’s limitation in considering 
multiple categories of attack types hinted at the 
complexity of comprehensively covering diverse cyber 
threats. 

Hezavehi et al. [29] proposed a holistic approach with 
third-party auditors, a zone-divider, and a protocol for 
anomaly recognition, safeguarding cloud service 
providers from security risks. However, the 
investigation’s restriction to a specific dataset pointed to 
the need for broader and more diverse datasets for 
comprehensive evaluations. 

In Ref. [30], the combination of CNN and an auto-
encoder proved effective for identifying assaults, 
particularly in the context of low-rate-DDoS detection. 
Nonetheless, the computational complexity posed a 
significant challenge, necessitating further optimization 
strategies to balance accuracy and resource efficiency. 

Our study of earlier research revealed that hybrid 
algorithms perform better, with the main problem being 
the adoption of an appropriate feature learning method in 
conjunction with a classification. The majority of research 
papers that employed feature extraction alone for 
classification did not yield accurate results and instead 
suggested extremely complicated solutions. In order to 
obtain a highly accurate outcome with a novel approach, 
we employed a natural method for feature extraction with 
ensemble learning in our proposal. 

III. METHODOLOGIES 

One of the biggest obstacles to cloud computing is 
spotting DDoS attacks. It is important to note that the 
features of the interruption activities, such as their 
nonlinearity and the unusual behavior of the system’s 
traffic, make an attack detection mechanism very difficult 
to implement. As a result, building safeguards against 
these threats is critical for the general adoption of cloud-
based computing. 

Network traffic data sets generally contain repetitious 
or nonessential characteristics, which result in overblown 
training and classification duration. Important features 
mean here to identify features from the dataset, with the 
goal of enhancing the ability and accuracy of prediction 
and decreasing computational intricacy. 

“High dimensionality” of network data makes the 
classifier training procedure complicated because not all 
segments are suitable for the type labels and usually 
include repetitive information. Such data naturally 
requires characteristic preference to filter out unessential 
and duplicative characteristics. 

This study introduced an ensemble strategy for DDoS 
attack detection that integrates a bio-inspired feature 
selection method with the classification techniques of 
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Gaussian, Random Forest, and logistic regression. In order 
to create an ensemble strategy for DDoS assault detection, 
this work combined the bio-inspired feature-choosing 
method with the classification techniques of Gaussian, 
Random Forest, and Logistic Regression. The final result 
of the BIFSED is obtained by combining the outputs of 
every classification method. We used a simple majority 
vote to determine the final DDoS classification using a 
chosen threshold. The NSL-KDD dataset performance 
results show that the BIFSED strategy, with thirteen 
characteristics and ensemble techniques, outperforms a 
full set of features and several classification methods, such 
as Random Forest, Gaussian, and logistic regression 
classification. 

A. Resource Requirements 
The proposed model was constructed using pyCharm, 

which was operating on a computer running 64-bit Mac 
OS 13.4, x64, and equipped with an Intel(R) CORE(TM) 
i9 CPU @ 2.4GHz, 8 cores, and 32 GB of RAM. 

B. Benchmark Datasets  
NSL-KDD Data set was used here to execute, test and 

verify the proposed method. NSL-KDD (Table I) is 
labelled benchmark database for research purposes. 

TABLE I. DATASET 

Data Type Total Records Attacks Data 
Training Set 3,925,650 Dataset 262,178 Attacks 
Testing Set 250,436 Dataset 29,378 Attacks 

 
This database contains a comprehensive set of 41 

independently validated data features that represent a wide 
range of invasions reproduced in the context of a military 
network. 

C. Data Pre-processing 
Before training the data to the BIFSED Model, certain 

preparation processes must be accomplished. 
The Synthetic Minority Oversampling Technique 

(SMOTE) method was used here for feature balancing in 
the BIFSED Model with the NSL-KDD data set. If two 
minority instances already exist, SMOTE can combine 
them to make a new one (Fig. 3). Using linear 
interpolation, it generates hypothetical data for the 
underrepresented group. These synthetic training are 
selected at random from among the k-nearest neighbors of 
each minority class example. The data is reconstructed 
after oversampling and can then be analyzed using 
different types of classification methods. 

 
Fig. 3. Data processing steps in BIFSED. 

D. BIFSED Model 
The suggested BIFSED Model (Fig. 4) is an attack 

using a DDoS flow categorization system that identifies 
attack flows in network data accurately and fast. First, 
BIFSED selects the most informative features using the 
bio-inspired feature selection method (PSO) to filter 
features. Second, to apply ensemble learning methods to 
classify the DDoS attacks. Finally, an finally a majority 
voting is applied to weight the final classification (Fig. 5). 
 

 
Fig. 4. High level BIFSED model. 

 
Fig. 5. Flow chart of the proposed BIFSED model. 

E. Bio-Inspired Feature Selection Method (PSO) 
Features are selected based on a bio-inspired algorithm- 

PSO (Fig. 6). Classification of high-dimensional (i.e, 
thousands of extents) data generally needs Characteristic 
Selection (CS) as a pre-processing stage to decrease the 
dimensionality. PSO is a method for global search that 
works well and efficiently. Due to superior representation, 
the capacity to explore huge areas, being less 
computationally costly, being simpler to construct, and 
needing fewer parameters, it is a suitable technique to 
handle feature selection difficulties. The following is the 
formula for PSO-based feature selection:  
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𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡+1 =  𝑥𝑥𝑖𝑖𝑖𝑖 
𝑡𝑡 +  𝑣𝑣𝑖𝑖𝑖𝑖𝑡𝑡+1  

𝑣𝑣𝑖𝑖𝑖𝑖𝑡𝑡+1 = 𝑤𝑤 × 𝑣𝑣𝑖𝑖𝑖𝑖 
𝑡𝑡 +  𝑐𝑐1 × 𝑟𝑟𝑙𝑙𝑖𝑖(𝑝𝑝𝑖𝑖𝑖𝑖 − 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡 ) + 𝑐𝑐2 × 𝑟𝑟2𝑖𝑖 × (𝑝𝑝𝑔𝑔𝑖𝑖 − 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡 ) 

where d D∈  is the thd  dimension of our search space. In 
PSO, t is the current iteration, t

idx  is the particle’s current 
location, as well as t

idv is the particle’s current velocity in d 
in the tht  iteration. w is the inertia weight, which allows 
velocities from the previous iteration to have a controlling 
influence on the current one, while c1 as well as c2 are the 
learning rates. r1i as well as r2i are simply random numbers 
that are uniformly distributed in the range [0, 1], and pid as 
well as pgd are the pbest and gbest in the d. 
 

 
Fig. 6. PSO algorithm flowchart. 

F. Classification Algorithms in BIFSED Model 
The focus of this research is to introduce a novel 

solution for classifying the identification of Denial of 
service attacks and to mitigate these attacks effectively by 
using a hybrid model of machine learning technologies. 
Using a combination of ML models and applying 
ensemble learning to get the best accuracy for attack 
detection, and this classification can be further used in the 
mitigation of attacks. Ensemble techniques are so termed 
because they utilize a collection of results to arrive at a 
final result. 

The process of random forest classification is as follows: 
the two-child policy nodes (binary tree): 

𝑛𝑛𝑛𝑛𝑗𝑗 = 𝑤𝑤𝑗𝑗𝐶𝐶𝑗𝑗 − 𝑤𝑤𝑙𝑙𝑙𝑙𝑙𝑙𝑡𝑡(𝑗𝑗)𝐶𝐶𝑙𝑙𝑙𝑙𝑙𝑙𝑡𝑡(𝑗𝑗) −𝑤𝑤𝑟𝑟𝑖𝑖𝑔𝑔ℎ𝑡𝑡(𝑗𝑗)𝐶𝐶𝑟𝑟𝑖𝑖𝑔𝑔ℎ𝑡𝑡(𝑗𝑗) 

where the impurities level of node j is equal to the 
expression Cj left(j) = Splitting a child node from the left 
on node j, nij equals the weight placed on node j. right(j) 
is the child node formed by the right split on node j. wj 
denotes the weighted number of samples that made it to 

node j. After that, an evaluation of the significance of the 
each characteristic on a tree structure is carried out using 
the following standards. 

𝑓𝑓𝑛𝑛𝑖𝑖 =
∑ 𝑛𝑛𝑛𝑛𝑗𝑗𝑗𝑗:𝑛𝑛𝑛𝑛𝑖𝑖𝑙𝑙 𝑗𝑗 𝑠𝑠𝑠𝑠𝑙𝑙𝑖𝑖𝑡𝑡𝑠𝑠 𝑛𝑛𝑛𝑛 𝑙𝑙𝑙𝑙𝑓𝑓𝑡𝑡𝑓𝑓𝑟𝑟𝑙𝑙 𝑖𝑖

∑ 𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘∈𝑓𝑓𝑙𝑙𝑙𝑙 𝑛𝑛𝑛𝑛𝑖𝑖𝑙𝑙𝑠𝑠
 

ni sub(j) equals the weight placed on node j. the weight 
that should be given to feature I denoted by fi sub(i). The 
variables can then be standardized to be between 0 and 1 
by dividing the entire sum of all characteristic position 
values by the entire sum of all correlation-based feature 
values. 

𝑛𝑛𝑛𝑛𝑟𝑟𝑛𝑛𝑓𝑓𝑛𝑛𝑖𝑖 =  
𝑓𝑓𝑛𝑛𝑖𝑖

∑ 𝑓𝑓𝑛𝑛𝑗𝑗𝑗𝑗∈𝑓𝑓𝑙𝑙𝑙𝑙 𝑙𝑙𝑙𝑙𝑓𝑓𝑡𝑡𝑓𝑓𝑟𝑟𝑙𝑙𝑠𝑠
 

Values assigned to each category in continuous data are 
often assumed to follow a standard (or Gaussian) 
distribution. It is expected that the characteristics’ 
probability is Sometimes assume variance is independent 
of Y (i.e., σi), or independent of Xi (i.e., σk) or both (i.e., 
σ). 

𝑃𝑃(𝑥𝑥,𝑦𝑦) =
1

�2𝜋𝜋𝜋𝜋𝑦𝑦2
exp (−

(𝑥𝑥𝑖𝑖 − 𝜇𝜇𝑦𝑦)2

2𝜋𝜋𝑦𝑦2
) 

The goal of logistic regression is to represent the issue 
as a modified linear regression model. 

𝑦𝑦^ =  𝛽𝛽0 + 𝛽𝛽1𝑥𝑥1 + ⋯+ 𝛽𝛽𝑛𝑛𝑥𝑥𝑛𝑛 
By mixing several models, ensemble learning may 

boost machine learning performance. When compared to 
using only one model, this strategy yields far more 
accurate predictions. The central concept is to educate a 
panel of experts (classifiers), who will then cast a final 
vote. 

Hard voting/ majority voting (combined ensemble 
method) 

In its simplest form, majority voting, or “hard voting”, 
is the method most often used. The category with the most 
votes, Nc(yt), will be chosen. Through averaging the 
results of all classifiers, we make a prediction for the y-
class label. 

𝑦𝑦^ = 𝑎𝑎𝑟𝑟𝑎𝑎𝑛𝑛𝑎𝑎𝑥𝑥(𝑁𝑁𝑐𝑐(𝑦𝑦𝑡𝑡1),𝑁𝑁𝑐𝑐(𝑦𝑦𝑡𝑡2), … . ,𝑁𝑁𝑐𝑐(𝑦𝑦𝑡𝑡𝑛𝑛)) 

IV. RESULTS AND DISCUSSIONS 

The goal of this research is to present a novel strategy 
for classifying and mitigating Denial of Service attacks 
utilizing a hybrid model of machine learning technologies. 
Using a common and distinctive assault database that 
includes a wide range of data attributes and covers a wide 
range of invasions duplicated within the network’s 
structure. Implement a novel approach to feature selection 
to determine all available correlations between data sets 
and compare the results with and without applying the 
feature selection process. It is also part of the overall 
architecture. Using a combination of ML models and 
applying ensemble learning to get the best accuracy for 
attack detection, this classification can be further used in 
the mitigation of attacks. Compare the proposed method 

Journal of Advances in Information Technology, Vol. 15, No. 10, 2024

1127



 

to other algorithms based on performance metrics. In this 
section, as evidence of the superiority of the suggested 
algorithms, we provide graphical representations of key 
performance indicators for both the proposed and state-of-
the-art techniques. Additionally, the algorithms are 
contrasted with and without feature selection. Also, a 
comparison of the PCA components is evaluated for the 
proposed algorithm. 

The confusion matrix for DDoS identification utilizing 
ensemble learning and feature selection is shown in the 
diagram above. The confusion matrix (Fig. 7) depicts two 
classifications, class 0 representing normal, and class 1 
representing a DDoS attack. Our suggested model 
properly identified 2,316 times as a DDoS assault and 
accurately predicted 4,714 times as normal. There are 
some misclassifications that also occurred, in which the 
model predicted 141 at normal as a DDoS attack and 269 
at a DDoS attack as normal. 

Above Graph shows the ROC curve (Fig. 8) for our 
proposed model, it’s a visual depiction of how well 
Ensemble learning works. In this, the AUC value is 0.944 
it is greater than 0.5, so the model is highly 
recommendable for detecting DDoS attack. 

 

 
Fig. 7. Confusion matrix of DDoS detection result.  

 
Fig. 8. ROC curve comparison of Ensemble classifier result. 

The earlier figure displays the accuracy analysis of the 
four ways, with the suggested and present strategies 
plotted on the x-axis and the accuracy score plotted on the 
y-axis. The accuracy results illustrate the impact of feature 
selection on different classifiers (Fig. 9). 

 

 
Fig. 9. Accuracy-score of ML algorithms and Ensemble method. 

The new and current algorithms are on the x-axis, and 
the recall score is on the y-axis in the prior picture, which 
shows the recall analysis (Table IV) of four approaches. 
The results illustrate that feature selection generally 
enhances recall across various classifiers. (Fig. 10). When 
compared to other techniques, ensemble learning and 
picking features produce good outcomes. 

 

 
Fig. 10. Recall result of ML algorithms and Ensemble method. 

The before mentioned graphic shows a precision study 
using four techniques, with the recommended and present 
techniques on the x-axis and the precision score on the y-
axis. The results indicate that feature selection generally 
improves precision across different classifiers (Fig. 11). It 
may be stated that, when compared to other methods, 
ensemble learning with selected features produces 
effective outcomes. 

The suggested and current algorithms are on the x-axis 
of the previous figure, which shows the F1-Score analysis 
of four methods, and the F1-Score result is on the y-axis. 
The F1-Scores demonstrate the impact of feature selection 
on model performance across different classifiers. 
Logistic regression shows a moderate improvement in F1-
Score (Fig. 12). The voting classifier also showing good 
result with feature selection. Comparing ensemble 
learning using a selection of features to other methods, it 
can be determined that it yields efficient outcomes. 
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Fig. 11. Precision comparison of ML algorithms and Ensemble method. 

 
Fig. 12. F1-Score of ML algorithms and Ensemble method. 

The outcomes for accuracy, precision, recall, and the 
F1-Score assessment for ensemble learning in three 
different scenarios are displayed above, along with 
parameter values (x-axis). The outcome of the analysis 
indicates that as the number of PCA components increases 
from 10 to 30, there is a slight fluctuation in the 
performance metrics (Fig. 13). 

 

 
Fig. 13. Performance metrics with PCA result. 

V. CONCLUSION 

In this study, a novel technique is used to discover and 
choose specific elements of the dataset to detect denial-of-
service attacks in cloud computing systems. Ensemble 
learning classification with feature selection is proposed 
to extract actionable features from the data as well as 
distinguish the attack. It is decided to use the NSL-KDD 
dataset, which includes features connected to the attack. 

We can separate the valuable features from the wider set 
of features using a PSO-based natural optimization 
technique. Within the extracted features, to identify DoS 
assaults, we choose a subset of characteristics and train the 
suggested model on them. To prove the viability of the 
proposed strategy, it is compared to other algorithms using 
the same performance parameters. PSO-based feature 
selection clearly favors high-priority features. As a result, 
DoS attacks need more targeted service characteristics. By 
comparing two situations with and without feature 
selection, several performance measures, including 
accuracy, sensitivity, and specificity, are compared 
against various current algorithms. The recommended 
solution outperforms the existing feature selection 
methods with a 91% accuracy rate compared to an 83% 
accuracy rate without feature selection. Without feature 
selection, the suggested method has a recall of 93%, 
whereas with it, it reaches 95%. Without feature selection, 
the suggested method only achieves 68% accuracy, but 
with it, it achieves 83%. The suggested approach achieves 
an F1-Score of 88% when feature selection is used and 
79% when it is not. These figures show that the suggested 
approach is more effective than previous algorithms. The 
proposed algorithm is also compared with different (10, 
20, 30) extracted PCA components. The results depict that 
the performance parameters are higher with 20 extracted 
features, which indicates that feature selection impacts the 
accuracy of the algorithm. Thus, it is concluded that the 
PSO-based ensemble learning method is quite effective in 
detecting DDoS assaults in cloud computing 
infrastructures. 

Multiclass classifications may be used in the future for 
attacks that fall under different KDD and CSE-CIC-IDS 
2022 attack categories. To enhance performance, the 
model can also be applied to other intrusion datasets. 
Future research could improve the method presented for 
spotting assaults in real-time traffic flows, with shorter 
detection times and less computer complexity when 
analyzing large real-time data sets. Future efforts will be 
directed towards suggesting a strategy for mitigating the 
consequences of identified DDoS assaults on the system 
in order to meet the crucial network security criterion of 
being able to accurately identify attack traffic and recover 
the system from attack. The paper’s results may be applied 
to a variety of industries, including healthcare, industry, 
and national defense, which need sophisticated intrusion 
detection methods. 
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